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To all seekers of knowledge and fame,
may you have the serenity to accept what can’t be changed,

may you have the courage to implement what can be changed,
and may you have the wisdom to know the difference.
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Summary

Near-Concentric Optical Resonator For Coherent Atom-Photon Interaction

by

Adrian Nugraha Utama

Doctor of Philosophy in Centre for Quantum Technologies

National University of Singapore

Optical resonators are indispensable in engineering coherent interaction between
atoms and photons, as fundamental building blocks in hybrid quantum information
processing. With their interaction governed by cavity quantum electrodynamics,
atom-cavity systems require photons to be contained in a small mode volume,
and this is conventionally implemented with small high-finesse optical resonators.
However, although largely unexplored, small mode volumes can also be achieved
with relatively large optical resonators operated in a near-concentric regime, with a
strongly focused cavity mode. Near-concentric optical cavities require a relatively
low finesse to operate, and provide a large physical space between the mirrors,
which can be useful for atomic ensembles, ions or Rydberg atoms. Furthermore, the
frequencies of the cavity transverse modes are near-degenerate, and on the order
of the hyperfine or Zeeman level splitting of the atoms, which can be utilised for
atom-light interactions employing multiple photonic modes.

This thesis explores different facets of a 11-mm length near-concentric cavity
operated extremely close (less than 5 µm) to the critical point. First, we observe
a coupling of a single 87Rb atom to the fundamental mode of the near-concentric
cavity, with the coupling strength g = 2π × 5.0(2) MHz exceeding the atomic dipole
decay rate by a factor of 1.7(1) – on par with small cavity systems exhibiting
strong atom-photon coupling. Due to a low cavity finesse of 138(2), the atom-cavity
cooperativity is 0.084(4), which can be easily improved easily by using mirrors with
higher reflectivities. Second, we selectively excite one or a superposition of the
higher-order transverse modes of the near-concentric cavity, with mode-matching
efficiencies close to the theoretical prediction. Third, we implement passive and
active noise reduction strategies to stabilise the cavity length, and bring the cavity

vi



mechanical noise down to an acceptable level. We also examine a different mounting
technique which provides a higher stability for future designs. Last, we explore how
the near-concentric cavity becomes unstable around the critical point, and assess
the limit to the near-concentric cavity performance.

These studies provide valuable insights into the workings of a near-concentric
cavity system. A better understanding of such system, in terms of its mechanical
stability and performance limits, enables a coherent interaction between atoms and
photons, even with a moderate-finesse near-concentric cavity. Furthermore, it would
be fascinating to apply near-concentric cavities in various systems, which exploit
the tight-focusing geometry, near-degenerate transverse modes, or highly divergent
critical behaviour, as resources for quantum technologies.
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Preamble

In 1899, Charles Fabry and Alfred Pérot developed an interference apparatus
made from two silver-coated glass surfaces facing each other [1]. This apparatus,
which they called the “interference spectroscope”, produces sharp interference fringes
due to multiple reflections back and forth the silver mirrors. This allows them to
improve the resolving power of spectroscopy and metrology experiments. Since then,
this Fabry-Perot interferometer idea has been extended to many different forms, and
is used in many science experiments and technological applications.

The reflectivity of visible light on a silver-coated mirror is around 90%, which
gives a pretty decent interference effect. The catalyst for the idea advancement
is the construction of mirrors consisting of multiple thin dielectric layers, which
allows mirror reflectivity very close to unity with very low loss. Around the 1930s,
multilayer thin films were used to develop antireflection coatings [2, 3], which later
aided in the war efforts, through the use of antireflection coating on binoculars to
improve visibility at dawn and dusk [4]. Dielectric-coated mirrors and antireflectors
work through a specific variation of the refraction index and thickness of each layers,
based on the interference effect as well [5]. The idea of multilayer interference
also spurred into engineering of frequency-selective optical components, such as
narrow-band transmission filters or reflectors of specific wavelength [6, 7].

High reflectivity dielectric mirrors were also very useful for the development of
lasers in the 1960s, which requires amplification of light [8, 9]. This can be achieved
with an optical resonator such as a Fabry-Perot interferometer, as the light energy
amplifies between the two highly reflective mirrors due to multiple reflections [10,
11]. Another important theoretical work is the calculation of the steady-state field
distribution of the Fabry-Perot interferometer [12], which is later shown to have
very low diffraction loss with curved mirrors [11]. This stable configuration for the
resonator modes is akin to a light beam passing through a periodic sequence of lenses,
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while maintaining the beam size due to repeated refocusing [13, 14]. Furthermore,
optical coating deposition techniques have improved considerably in the 1980s [15],
allowing for extremely high dielectric mirror reflectivity with ultralow losses at about
1 ppm [16]. This corresponds to around one million back-and-forth light reflection
off the mirrors, effectively trapping the light inside the interferometer.

The development of a low-loss optical cavity greatly benefits the field of quantum
optics. Since the 1990s, such optical cavities have been used to observe and engineer
atom-light interaction at the level of a single quanta [17, 18]. It has also advanced
the field of spectroscopy and metrology [19–21], furthering the initial explorations
of Fabry and Perot, which turns into various optical cavity-based sensors [22–25].
Furthermore, optical cavities have also been used to test fundamental limits of
relativity [26] and detect gravitational waves [27, 28].

In this thesis, I am going to describe a small contribution in the field of quantum
optics – using a Fabry-Perot interferometer as an optical resonator or optical cavity,
to develop some alternatives and better ways to interface with atoms. I will briefly
review the development of this field in the next few sections. Then, I will offer
my experiment-informed perspective on the field, by operating the cavity in a less
common regime – the near-concentric regime – and presenting our results and
technical challenges in detail.

It may be interesting to point out that our near-concentric optical resonator
functions principally based on interference, and so do our laser systems. The coatings
on the interferometer mirrors also utilise interference effects, and so do the alignment
mirrors and optical filters. Some of the measurement and preparation techniques
rely on interference features as well. Even what we are trying to accomplish here is
to interfere atoms with light. In the end, it all goes back to interference. However,
that is just one way to view it. Another view is that, by putting interferences upon
interferences, we start to see something interesting and new, and that would be the
spirit of my thesis.
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CHAPTER 1. INTRODUCTION

Chapter 1

Introduction

The founders of quantum physics did not foresee that one day we would find
ways to interact with single quantum objects, let alone manipulate them and develop
new technologies. As Erwin Schrodinger wrote in 1952, “.. we never experiment with
just one electron or atom or (small) molecule. In thought-experiments we sometimes
assume that we do; this invariably entails ridiculous consequences [29].” Little did
he knew that he was a few mere decades from it.

The key enabling technology to perform experiments with single particles, while
harnessing their quantum properties, is undoubtedly the laser, which is built within
an optical resonator. However, what is more fascinating, and also the way the
thesis uses an optical resonator, is the following – the optical cavity is used to store
photons as quantum objects, which interact with one or a few atoms placed inside
it, in a coherent manner displaying quantum features. This lies in the field of cavity
quantum electrodynamics (CQED).

Cavity Quantum Electrodynamics CQED is a study of the interaction between
atoms (or other particles) with photons confined inside a cavity, with dominant
quantum effects. The field of CQED started with a microwave cavity interacting
with Rydberg atoms [30, 31], as atoms in the Rydberg state have very high electric-
dipole moments with microwave level transitions [32]. The microwave cavity can be
constructed with a very high quality factor in the superconducting regime, which
leads to the demonstration of a maser operated only by a single atom [33].

One defining feature of CQED is the Rabi ocillation, which is a coherent oscillation
between two quantised energy levels in the presence of a driving field. In the CQED
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CHAPTER 1. INTRODUCTION

experiments, particularly due to the strong atom-photon coupling in the cavity,
the Rabi oscillation can be observed with only one or a few photons present. In
1996, Serge Haroche and his team managed to observe Rabi oscillation in their
CQED system, signifying a strong coupling of the atom to the cavity microwave
photons [34]. Since then, these systems flourish in demonstrating myriads of textbook
examples of quantum experiments [35–38], with applications in quantum information
processing [39–41].

Later on, or perhaps concurrently, the field of CQED developed at least two
additional main branches. First is the upgrade from the microwave to the optical
regime. This allows the photon and atom to exchange roles – in the microwave
cavity experiments, the information carriers (“flying” qubit) are the atoms, while in
the optical cavity experiments, the flying qubit are the photons. Optical photons
have high frequency and information-carrying capacity, can be transmitted over
large distances or over fibres with almost negligible loss and dispersion, and can be
easily manipulated and detected with standard optical elements, making it a good
choice for quantum information carriers [42]. The optical CQED system is the main
focus of the thesis, and will be explored further in subsequent sections.

The second branch attempts to mimic the atomic system with solid state devices.
The most successful realisation is in superconducting circuits where the cavity is
formed by two gaps on a microwave transmission line similar to the Fabry-Perot
configuration, while the atom-like nonlinearity is achieved though a Josephson
junction element placed close to the cavity [43]. The macroscopic artificial atom
can be engineered to have a very high dipole moment in a one-dimensional space,
with the Rabi oscillation frequency limited only by the fine structure constant.
Quantum information processing capability in this circuit QED system has improved
significantly over the last decades [44], leading to possibly the first 53-qubit quantum
computer demonstrating supremacy over classical computers [45]. The dynamics of
CQED systems can also be observed with trapped ions [46, 47] which are cooled
down to very low temperatures [48, 49], reaching zero motional state [50]. In this
system, the cavity photons are equivalent to the ion motional states in a harmonic
potential, whereas the interaction between the ion motional and electronic states
can be generated with an appropriately tuned laser – the laser drives the ion’s
electric dipole vibrating along the laser axis, resulting in a motion-modulated phase
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CHAPTER 1. INTRODUCTION

in the dipole interaction. A similar Rabi oscillation has thus been observed by
David Wineland and his team in the trapped ion system [51]. The seminal quantum
computation proposal by Ignacio Cirac and Peter Zoller [52] paved the way for a
fundamental quantum logic gate with trapped ions [53], which recently developed into
a high fidelity programmable quantum computers with 11 qubits [54]. As the ions are
typically arranged in a chain and vibrate collectively, gate operations between any
two ionic qubits can be implemented with two laser beams addressing the different
ions, yielding a full-connectivity computing architecture [55]. This contrasts with
the circuit QED architectures, where a physical connection is necessary for any
two-qubit operations, requiring more operations with possibly higher errors [56].

Single atom trapped in an optical cavity CQED in the optical regime started
with the observation of optical bistability with modified photon statistics [57] and
normal-mode splitting [17] in an optical cavity system with only a few atoms at
one time, by H. Jeff Kimble and his team. The optical cavity is constructed by two
curved mirrors facing each other, in a Fabry-Perot configuration. These mirrors are
spaced pretty close apart and have very high reflectivities, typically on the order of
0.1 mm and 99.99% respectively.

Observation of two distinct normal-mode frequencies indicates that the cavity
photon modes couple strongly with the atomic energy states, just as two pendulums
coupled with a spring exhibit two normal modes corresponding to the in-phase
and out-of-phase movements between the pendulums. In the time domain, this
corresponds to an oscillatory exchange of energy between the two pendulums, or
in our case, between the atomic states and the photons. This Rabi oscillation of
the atomic states in an optical cavity, observed shortly afterwards [58], can thus be
viewed as a Fourier transformation of the normal-mode splitting.

The early experiments in optical CQED used a flux of atoms flowing perpen-
dicularly to the cavity axis. This was not very ideal, as the atom only spend a
short amount of time inside the cavity mode, with a coupling that depends on the
atomic position and time [59]. Hence, the atom-cavity interaction process has to
be treated statistically, and has some implications to the normal-mode line shapes
[60]. Nevertheless, even with such limitation, it was possible to engineer nonclassical
correlations of light intensity [61, 62] and controlled-phase quantum gate [63].

5



CHAPTER 1. INTRODUCTION

Even though the interaction time of the atoms inside the cavity mode can be
increased by slowing down the atoms [64], the best way to obtain a sustained
coupling is to trap the atoms. Trapping of single atom can be achieved with a
far-off resonance dipole-force trap (FORT) [65], or with single photons via the strong
nonlinearity of the atom-cavity system [66, 67]. The trap lifetime can be improved
to a few seconds by using a state-insensitive FORT [68] or three dimensional cooling
schemes [69]. With these techniques, one obtains a clean system of a trapped single
atom interacting coherently with the photons of an optical cavity, which displays a
normal-mode splitting with a single photon (vacuum Rabi splitting) [70, 71].

1.1 Aim of this Work
A single atom trapped in an optical cavity presents a very clean system to study

and explore CQED in the optical regime. Apart from using a small Fabry-Perot
cavity in the near-planar regime, it is also possible to operate an atom-photon
interface with a cavity in the near-concentric regime, which may provide several
advantages: (1) atom-cavity coupling strength comparable to small cavities due
to small mode waist, (2) large physical volume between the mirrors, (3) lower
requirement for the mirror reflectivity and cavity finesse, and (4) near-degeneracy of
the cavity transverse modes. However, these advantages come with some demanding
requisites in terms of the mode matching, alignment, noise isolation, and so on –
hence, largely unexplored or used until quite recently.

The idea of using a physically large cavity with small mode waists was first
proposed and demonstrated in 1994 by Thomas Mossberg and his team [72]. The
atom-cavity coupling was observed through the enhancement and inhibition of the
atomic decay rates – the Purcell effect [73, 74], and was deduced to be similar to
the coupling strength of a small cavity.

Along with the development of strong atom-light interaction using a lens with
tight focusing in our group [75, 76], we started exploring an optical cavity config-
uration with a tight-focusing geometry as well [77]. This configuration is called
“near-concentric”, as the cavity mode has a rapidly diverging shape from the focal
point at the cavity centre (see Figure 1.3). We build the cavity with two “anaclastic”
lens-mirrors facing each other – here, anaclastic indicates that the optical element is
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CHAPTER 1. INTRODUCTION

refractory, with the lens and mirror combined as one element (see Section 2.1). This
allows the rapidly diverging cavity mode to collimate on the lens output [78], and
makes the alignment and mode matching procedures much more straightforward.

Since I joined the project, we manage to trap single atoms inside the near-
concentric cavity, and observe atom-cavity coupling exceeding the atomic decay
rate [79]. The anaclastic design also allows the cavity to be aligned extremely close
to the edge of stability – at the last stable resonance before the critical point [80].
Furthermore, we explore the possibility to use and couple to higher-order, near-
degenerate transverse modes of the near-concentric cavity [81]. A main technical
challenge in operating the near-concentric cavity is the mechanical noise. We discover
that the noise can be reduced just by putting a thin metal strips across the mirror
mounts [82]. Combining this with an active noise cancellation strategy, the noise is
reduced to a much lower level. This thesis aims to present these findings, with a
more detailed outline given in Section 1.2.

Approaching the near-concentricity A common wisdom to achieve strong
atom-light interaction is to use a cavity where the photon is bounded in a small
mode volume. While it may seem that a small mode volume requires a small
cavity, it may not be necessarily true. A near-concentric cavity, even with a mirror
separation of ∼ 100 times the small cavity, has a comparable mode volume and
atom-photon interaction strength (see Section 1.4). This relatively-unknown minutia
is mainly due to the strong focusing geometry of the near-concentric cavity, where
the transverse extent of the photon is much smaller compared with the small cavity.

Such a large mirror separation greatly benefits quantum systems such as ions,
atomic ensembles, and Rydberg atoms. In trapped ion systems, the trapping
potential is significantly affected by the induced charges of the dielectric mediums [83],
which necessitates a large separation of the ions and the mirror surfaces. Thus,
near-concentric cavity systems are actively developed [84] and used for several
trapped-ion experiments by Blatt and Northup’s group in Innsbruck [85–89]. In
addition, near-concentric cavities are utilised by Schleier-Smith’s group in Stanford
to explore spin dynamics in atomic ensembles [90, 91].

Besides the aforementioned experiments, other quantum experiments with near-
concentric cavities are few and far between, despite some of the advantages. This may
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CHAPTER 1. INTRODUCTION

well be that building and operating a near-concentric cavity require quite a share of
technical efforts, as corroborated in the subsequent chapters of the thesis. In fact, a
necessary condition to reach the strong-coupling regime with a near-concentric cavity
is to use a highly curved mirrors and align the cavity very close to concentricity (see
Section 2.1.2). It is worth noting that, in contrast with the other near-concentric
cavity experiments, which require only high cooperativity but not strong coupling
(see Section 1.4.2), our cavity is designed for both and thus is operated extremely
close (∼ 1µm away) to concentricity.

Therefore, to approach the near-concentricity required in our cavity system,
we introduce several design and operation novelties not commonly found in other
systems. Among those are the combined lens and cavity mirror (anaclastic) design,
and the three-dimensional alignment of the cavity mirrors, which we believe are
indispensable to operate our near-concentric cavity. Construction of cavity mirrors
with incorporated mode-matching elements has only been recently explored in fibre
cavity systems with photonic crystal [92] and graded-index [93] fibres. On the other
hand, transverse alignment of the cavity mirrors is typically only necessary for
applications with quantum objects embedded on the mirror substrate [94, 95].

It may be early to determine where such a near-concentric cavity system would
bring us. While an early version of the setup requires a large actuator with relatively
cumbersome mounting, the newest version uses small and inexpensive actuators (see
Section 2.2.2). Combined with the less stringent requirement of the mirror reflectivity,
near-concentric cavity systems may see a widespread adoption due to their relative
ease of construction and operation. Furthermore, it would also be advantageous to
exploit the near-degeneracy of the cavity transverse modes to engineer multi-mode
atom-photon interactions (see Chapter 5). At the very least, near-concentric cavity
is an interesting alternative platform to explore strong atom-photon interaction with
strong focusing modes.

1.2 Thesis Outline
The rest of the thesis is organised as follows. We continue the discussion of this

chapter with a brief literature review and theory of optical CQED systems.
In Chapter 2, we describe the design of our near-concentric optical cavity,
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particularly the design of the lens-mirrors, translation stages, and mechanical mounts.
Then, in Chapter 3, we discuss in depth the experimental setup and techniques to
operate the near-concentric cavity – from the laser systems, spectroscopy techniques,
vacuum systems, alignment and stabilisation of the cavity, to the measurement of
relevant cavity parameters. These two chapters are the culmination of almost a
decade worth of scientific explorations, starting from the original proposals [77, 78],
and extending the work reported in the PhD theses of Kadir Durak [96] and Nguyen
Chi Huan [97] to the newest understanding of our cavity system.

In Chapter 4, we describe the observation of atom-light interaction in our cavity
system. First, we trap single atoms inside the cavity mode and measure the cavity
response. We observe an onset of normal-mode splitting, signifying some degree of
interaction, which we characterise with a cooperativity factor. Parts of this work
have been published in [79] and reported in Chi Huan’s PhD thesis.

In Chapter 5, we explore the possibility of using the higher-order transverse
modes of a near-concentric cavity for atom-light interaction. In particular, radial
Laguerre-Gaussian (LG) modes can be a good set of cavity modes for atom-light
interactions, as they have similar coupling strength with the fundamental Gaussian
mode. We use a spatial light modulator to perform the mode conversion and obtain
a pretty good mode matching to the LG modes of the cavity. Parts of this work
have been published in [81].

Operating a centimetre-sized near-concentric cavity presents a substantial chal-
lenge in terms of the mechanical noise due to the need for three-directional alignment.
In Chapter 6, we describe two different approaches that we use to significantly
reduce the noise. First, we employ a digital filter to modify the control loop of the
translation stage actuation, and actively suppress the noise. Second, we use thin
metal strips as friction dampers and place them across the cavity mounts. We show
that this simple modification creates a more rigid mechanical structure in the small
movement range, and also allows for large movements. Parts of the second approach
is currently under manuscript preparation [82] and has been reported in the bachelor
thesis of Chen Jia Pern Neville [98].

Our near-concentric cavity is operated very close to the edge of stability regime.
In Chapter 7, we explore the behaviour of our cavity near this critical point in
several aspects. First, we try to align the cavity close to its operational limit – the
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last stable resonance – and observe the effect on the fundamental and higher-order
transverse modes. Second, we characterise how the aperture size affects mode
formation before and beyond the critical point. A small part of this work has been
reported in [79] and in [80].

In Chapter 8, we evaluate the current capability of the cavity system, and how
it can improve in the future. Then, reflecting on the myriad technical problems in
building and operating the cavity system, we propose a redesign of the cavity mirror
and the mechanical structure. Finally, we conclude with a few possible research
pathways with the near-concentric cavity systems.

On top of the chapters, we also provide several appendices to explicate some of
the more technical matters.

1.3 Other Explorations and Applications
To highlight the role that optical cavities plays in advancing quantum technologies,

we give a brief and non-exhaustive review on the explorations and applications of the
field of optical CQED in this section. Starting with a single trapped atom strongly
coupled to an optical cavity, it is possible to construct atom-photon quantum
interfaces and various types of single photon sources. Furthermore, optical cavities
also open up explorations of atom-light interaction in atomic ensembles, pseudo-
atomic systems, and cavity optomechanical systems.

Quantum interfaces An early demonstration of an atom-photon interface with
an optical cavity created an entanglement between the cavity output photon polarisa-
tions and the atomic mF (Zeeman) sublevels, via a superposition of the two possible
decay paths [99]. Due to the strong atom-photon coupling, this scheme is ideally
non-probabilistic, unlike earlier experiments in ions [100] or neutral atoms [101] with
lens-collected photons. The atomic state can be mapped onto a second cavity output
photon, and readout via its polarisation. This interface has later been improved
with a trapped single atom [102], enabling a high-fidelity quantum memory [103]
and a basic quantum network between two different atom-cavity systems [104].

Such a quantum network is an elementary building block of the so-called “quan-
tum internet” [105] – a vision where remote nodes of quantum systems are linked
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via quantum channels which could transport quantum states or even distribute
“quantum softwares”. Within this quantum network, quantum gate operations can
also be implemented between an atom and a photon [106], between two successive
photons [107], or between two distant quantum nodes [108].

Besides neutral atoms, trapped ions in an optical cavity offer another convenient
quantum network interface, as it allows interfacing between distant trapped ion
quantum computers. A quantum state transfer between an ion and a photon has
been achieved previously, albeit with a relatively low efficiency and fidelity [85],
due to a relatively weak ion-cavity coupling. This has since been improved in fiber
Fabry-Perot cavity systems [109, 110], which lead to the recent demonstrations of a
strongly coupled ion-cavity system [111] and ion-photon entanglement [112].

Single photon sources Optical CQED systems can also be used to produce
single photons – most of the quantum network interfaces are intrinsically single
photon sources as well. An early on-demand generation of single photons uses a
trapped neutral atom in an optical cavity [113]. The photons produced are confirmed
to be single in nature, through a coincidence measurement with a Hanbury Brown
and Twiss setup [114]. This is followed shortly afterwards with the generation of
polarised single photons, by utilising the Zeeman sublevels of the atom [115]. There
are also efforts to generate deterministic single photons with trapped ions [116,
117] or solid state systems [118, 119] via cavity-mediated interaction, with different
single-photon emission schemes [120].

An interesting feature of such single-photon sources is the ability to engineer the
temporal shape of the photon. In a strongly coupled system, it is possible to create
unusual photon shapes using a driving laser with time-varying Rabi frequency [121],
or reshaping the temporal shape of the photon across different timescales [122].
In addition, shaping the phase of a single photon reveals interesting interference
peculiarities [123]. Apart from a coupled atom-cavity system, it is also possible
to use single photons created with some other processes – say, the heralded single
photons from the spontaneous parametric down conversion [124] or the four-wave
mixing process in cold atomic ensemble [125], and use an optical cavity to modify
the outgoing photon, by spectral filtering [126, 127], temporal shape reversion [128],
or bandwidth compression [129].
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Atomic ensembles Placing more than one or a few atoms inside an optical cavity
reveals fascinating dynamics of an atomic ensemble. In the dispersive regime, where
the atomic transition is detuned from the cavity resonance, moving atoms experience
time-dependent dipole force from the cavity field, while the cavity field responds
due to the time-varying atomic susceptibility. This back-and-forth interaction allows
a coherent momentum exchange between the atoms and the radiation field [130].
With a proper choice of cavity detunings and laser frequencies, this effect has led to
the observation of cavity cooling [131], self-organisation of atoms to form density
gratings [132], collective atomic motion exhibiting squeezing oscillations [133], optical
nonlinearity with low photon numbers [134], and so on.

A Bose-Einstein condensate (BEC) is a special atomic ensemble, as all the atoms
occupy a single matter-wave mode and thus couple uniformly to a cavity mode.
Since the initial demonstrations to place BEC inside an optical cavity [135, 136],
which resulted in an extremely high coupling between the BEC and the cavity in the
near-resonant regime, more exotic phenomena have been observed, such as cavity
optomechanics using the collective density wave of the BEC [137], realisation of
the Dicke-model quantum phase transition [138], formation of supersolid from the
translation symmetry breaking [139]. A cavity operated in a multimode regime,
e.g. confocal or concentric, supports a set of optical modes with different spatial
profiles and Gouy phase shifts, enabling range-tunable [140] and sign-changing [141]
interaction of the BEC with the cavity.

In addition to the collective motional states, the spin states also serve as an
appropriate toolbox in atomic ensemble CQED with long coherence time. Cavity
assisted spin squeezing manipulates the spin distribution of atomic ensemble in
order to allow for smaller measurement uncertainties [142, 143]. The quantum phase
transition in the Dicke model has also been realized in the spin systems using two
raman channels [144, 145]. With the cavity detuned from the level transitions,
cavity-mediated unitary processes dominate, which can used to observe and engineer
spin flip-flop dynamics [90, 146].

Pseudo-atomic systems There are many solid-state systems that behave like
an artificial atom, and can be coaxed to interact coherently with optical cavities.
The demonstration of normal-mode splitting in a quantum well semiconductor
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optical microcavity system [147] came shortly after the demonstration in atom-cavity
system. This system, exhibiting interesting nonlinear optical effects [148], can be
grown epitaxially in-between and along with a microcavity. While charge carriers
in a quantum well move in a two dimensional plane, quantum dots restrict the
charge carriers to effectively zero dimension, acting as an artificial atom exhibiting
discrete energy levels [149]. Normal-mode splitting of quantum dot cavity systems
has been observed in various microcavity structures with low mode volumes [150],
such as micropillars [151], photonic crystal [152], and microdisk cavities [153],
with a corresponding observation of antibunched photon correlation confirming the
quantum nature of such systems [154]. With the ease of fabrication via semiconductor
nanotechnology and high degree of tunability, quantum dot microcavity systems
have seen many applications in quantum interfaces [155].

Besides quantum dots, nitrogen-vacancy (NV) centres in diamonds are also good
atom-like objects for quantum infomation processing [156], due to their long spin
coherence time [157]. Thus, they have been used as quantum memories [158] with
error correction [159]. As the emission spectrum is relatively broad with only a
small fraction of coherent emission, an NV centre coupled to an optical microcavity
enhances the coherence of the system and photon generation process [95, 160, 161].

Cavity optomechanical systems A cavity optomechanical system describes a
mechanical resonator coupled to an optical resonator via radiation pressure force.
Initial demonstrations of such systems use Fabry-Perot cavities, where one of the
mirror is built to vibrate mechanically with very small mass. The system demon-
strates that the radiation pressure induces optical bistability and suppression of
mirror mechanical motion [162], which later develops into cavity-assisted cooling
of mechanical mirrorrs [163, 164], reaching sub-Kelvin temperatures [165]. Besides
vibrating micromirrors, cavity optomechanical systems have been developed with
many other devices, such as whispering-gallery mode resonators [166–169], photonic
crystal cavities [170–172], pairs of coupled microstructures [173–175], nano-objects
inside Fabry-Perot cavities which are either suspended [176, 177] or levitated [178–
180], and not surprisingly, atomic systems [137, 181, 182]. A particularly interesting
application of an optomechanical system is to convert between optical and microwave
photons, which has been achieved with motion-induced capacitance modulation [183]
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or piezo optomechanical transducers [184, 185]. This would allow a superconducting
quantum computer to interface with quantum modules located in the distance or
operated in the optical regime.

In cavity optomechanical systems, both the optical and mechanical modes
are harmonic oscillators, and thereby linear, while the optomechanical coupling
is inherently a nonlinear process, as it relates the radiation pressure, which is
proportional to the photon intensity, to the motional mode [186]. Nevertheless, most
systems can be described with linearised optomechanical interaction. To observe
nonlinear effects, a photon has to stay in the cavity long enough to displace the
mechanical oscillator by more than the mechanical ground state uncertainty [187] –
a condition so stringent that it has so far only been observed in atomic ensemble
systems [137, 181]. Alternatively, there have been efforts to engineer optomechanical
coupling that depends quadratically on the mechanical motion, such as placing thin
membranes between two Fabry-Perot mirrors [176, 188]. The most common route
to observe nonlinear quantum effects is through post-selection mechanism. With
the coupled optomechanical system cooled to its quantum ground state [189, 190], a
parametric down conversion process generates a pair of photon and phonon – the
detection of a photon heralds the presence of a single phonon [191]. This heralded
scheme has been used to perform optomechanical Bell test [192] and remote quantum
entanglement between two separated systems [193].

1.4 A Brief Theory of Cavity Quantum Electro-
dynamics

In this section, we give a brief summary on the basic CQED theory in the optical
regime. We start with a simple non-dissipative model of atom-cavity interaction,
and introduce dissipation to describe a real optical CQED system. Then, we outline
different geometrical regimes of a stable optical cavity, and show how near-concentric
regime can also be a suitable system to explore atom-cavity interaction.

1.4.1 Jaynes-Cummings Model

The Jaynes-Cumming model consists of a single two-level system (atom) interact-
ing with a single near-resonant quantised electromagnetic mode (cavity), assuming
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no dissipation [194, 195]. The Jaynes-Cummings Hamiltonian can be written as

Hjc = Ha +Hc +Hint (1.1)

= ~ωaπ†π + ~ωca†a+ ~g(π†a+ πa†) , (1.2)

where ωa and ωc are the angular frequencies of the atom and cavity, which define
their respectively energy level spacing, π† = |e〉 〈g| and π = |g〉 〈e| are the transition
operators between ground and excited states for the two-level system, a† and a

are the creation and annihilation operator of photons for the cavity mode, and g
is the atom-cavity coupling strength. The interaction Hamiltonian Hint describes
the dipole coupling between the atomic dipole operator d = da(π† + π)ed and the
quantized electric field operator E = E0(a† + a)eλ :

Hint = −d · E = −daE0(π† + π)(a† + a) (1.3)

= ~g(π†a† + π†a+ πa† + πa) (1.4)

≈ ~g(π†a+ πa†) , (1.5)

where da is the atomic dipole moment, E0 is the quantised electric field amplitude,
and we assume the same polarisation directions for the dipole and electric field
(ed = eλ) simplicity. In the last line, we use the rotating-wave approximation and
ignore the π†a† and πa terms as they evolve on a much faster timescales ∝ ei(wa+wc)t

in the interaction picture with time-dependent operators. In another view, as the
atom and cavity frequencies are near-resonant (ωa ≈ ωa), the off-resonant terms
π†a† and πa would imply either atom excitation with creation of a photon, or atom
de-excitation with destruction of a photon, both of which violate conservation energy
in longer timescales. Ignoring the global phase of the Hamiltonian, the atom-cavity
coupling strength g is given by

g = daE0

~
= da

√
ωc

2~ε0V
, (1.6)

where the quantised electric field amplitude E0 is expressed in terms of the electro-
magnetic mode volume V (see Appendix A for more detailed treatment).

The Jaynes-Cummings Hamiltonian can be solved analytically, and the respective
energy eigenstates are given by

E±,n = n~ωc + ~
∆ac

2 ± ~
√
g2n+ ∆2

ac

4 , (1.7)
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bare atom bare cavity atom-cavity system

. . . 
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Figure 1.1: Energy level diagrams of bare and coupled atom-cavity systems. The
eigenstates of the coupled system with n-quanta excitation are |+, n〉 and |−, n〉,
with 2~g

√
n spacing between them on resonance (ωa = ωc).

with n as a positive integer which characterises the total excitation quanta of the
coupled system, ∆ac = ωa − ωc as the atom-cavity detuning frequency, and the ±
symbol denotes the two normal modes, with their eigenstates given by

|+, n〉 = sin θ |g, n〉+ cos θ |e, n− 1〉 (1.8)

|−, n〉 = cos θ |g, n〉 − sin θ |e, n− 1〉 , (1.9)

with the mixing angle θ given by

θ = arctan 2g
√
n

∆ac +
√

4g2n+ ∆2
ac

. (1.10)

Note that there is no normal-mode splitting for the ground state (n = 0), and the
eigenstate is |g, 0〉 with E0 = 0. On atom-cavity resonance (∆ac = 0), the excitation
is equally balanced (θ = π/4), and the normal-modes splitting is 2~g

√
n with their

eigenstates |±, n〉 = (|g, n〉 ± |e, n− 1〉) /
√

2 (see Figure 1.1). The vacuum Rabi
splitting is defined for an initial case of no excitation (in vacuum or n = 0), where a
quanta of excitation splits the system into two normal modes with 2~g spacing.

16



CHAPTER 1. INTRODUCTION

Figure 1.2: A schematic of a Fabry-Perot cavity (left) with its corresponding trans-
mission spectrum (right). Modes of a Fabry-Perot cavity form standing waves and
transmit at particular resonances – the frequency spacing between these resonances is
the free spectral range vF = c/2L. For high cavity finesse (F � 1), the transmission
profile is Lorentzian, and its width δv determines the cavity finesse F = vF/δv.

1.4.2 Interaction, Dissipation, and Cooperativity

We describe atom-cavity interaction in a physical system with dissipation. There
are two different points of view that yield similar conclusions. First, the many
round-trips of the photon inside the cavity enhances the scattering rate of the atom.
Second, the atom-light coupling has to overcome dissipation losses to ensure coherent
interaction.

In the first picture, inside a cavity with length L and mirror reflectivities R1 and
R2, the photon bounces back and forth with effectively nrt = F/π round trips. The
cavity finesse F is given by

F = vF
δv

= π(R1R2)1/4

1−
√
R1R2

, (1.11)

with vF = c/2L as the cavity free spectral range, and δv is the FWHM of the
cavity transmission spectrum (see Figure 1.2). In a free-space system with focused
Gaussian beam [196], the focal spot is σw = πw2

0/2 with w0 as the beam waist
radius. For interaction on resonance, this is usually much larger than the atomic
scattering cross section σd = 3λ2/2π, except in a few diffraction-limited systems [75,
197–199]. Using a cavity with nrt photon round trips, the scattering probability is
thus enhanced with a factor of

η = 2nrt
σd
σw

= 6Fλ2

π3w2
0

(1.12)
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with a factor of 2 as the photon “meets” the atom twice every round trips [200].
This enhancement or cooperativity factor η is also called the Purcell factor [73, 201].

In the second picture, coherent interaction requires the atom-cavity coupling
strength to exceed the cavity and atomic dissipation losses. The coupling strength
g, given in Equation 1.6, has a dependence with the cavity mode volume V . In the
paraxial approximation with a Gaussian mode profile, assuming that the atom is
placed at the focal point and the antinode of the standing wave (see Appendix A
for more details), the mode volume is given by

V = 1
2σwL = 1

4πw
2
0L . (1.13)

The cavity field decay rate κ describes how fast a cavity losses a photon, and amounts
to half the cavity bandwidth δv expressed in units of angular frequency,

κ = 2πδv2 = πc

2LF , (1.14)

where we have used the first equality in Equation 1.11 – longer or higher-finesse
cavities store photons for a much longer time and have a much lower decay rate κ.
The atomic decay rate γ is due to the coupling of the atomic dipole to the free-space
modes [202] (spontaneous emission), and is given by

γ = d2
aω

3
a

6πε0~c3 . (1.15)

The degree of coherence is usually expressed in terms of a cooperativity factor,

C = g2

2κγ = 3Fλ2

π3w2
0

(1.16)

assuming on-resonance condition (ωa = ωc). Comparing with the first picture, this
cooperativity factor C is just a factor of 2 smaller than the Purcell factor η defined
in Equation 1.12 [203]. The author notes that C is conventionally defined with a
factor of 2 in the denominator [18], though sometimes it is also expressed without
such factor [200, 204], i.e. C = g2/κγ, in which case C = η.

The inverse of C is also known as the critical atom number, which is the number
of atoms necessary to significantly modify the cavity transmission. For the case of
C � 1, the presence of a single atom provides deterministic atom-light interaction.
However, to observe Rabi oscillations, the hallmark of a coherent interaction, the
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atom-cavity coupling has to exceed both the atom and cavity decay rates, i.e.
g/γ � 1 and g/κ� 1 – this regime is called the strong-coupling regime. Another
regime of interest is the so-called fast cavity regime, where the cavity decay rate
dominates, i.e. κ� g � γ with C � 1. Due to the strong decay pathway through
the cavity output mode, this regime is commonly used to produce single photons [120,
205]. Even though Rabi oscillation is not observable in this regime, coherence still
presents itself in the form of induced transparencies [204], and it is also possible to
construct high-fidelity quantum gates in this regime [206, 207].

1.4.3 Different Regimes of Fabry-Perot Cavity

A Fabry-Perot cavity with curved mirrors can form stable cavity modes in some
geometrical regimes. These modes retain their sizes and divergences even after
countless back and forth reflection, and thus have negligible diffraction losses [13].
With the mirror radii of R1 and R2, and the mirror spacing of L, the stability
criterion [208] is given by

0 <
(

1− L

R1

)(
1− L

R2

)
< 1 . (1.17)

Defining the stability parameters g1 = 1− L/R1 and g2 = 1− L/R2, the stability
criterion can be rewritten as

0 < g1g2 < 1 . (1.18)

Figure 1.3 shows the stable regime for some configurations of Fabry-Perot cavities
and their corresponding mode shape. The modes are a family of Gaussian beams
due to the spherical boundary conditions imposed by the mirrors.

We focus on a class of symmetrical cavities (R1 = R2 = R). Near-concentric
cavities are located very close to the concentric point (g1 = g2 = −1), towards the
stable region – the distance away from the critical mirror separation is characterised
by the critical distance d = 2R− L, with the stability parameter g = −1 + d/R.

The cavity length L for symmetrical cavities affects both the atom-cavity coupling
strength g and cavity decay rate κ. For the coupling strength g ∝ 1/

√
V , the length

L affects the mode volume V = πw2
0L/4, with the cavity waist radius w0 given by

w2
0 = λL

2π

√
2R
L
− 1 . (1.19)
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Figure 1.3: Stability diagram for Fabry-Perot cavities. The stable regime is indicated
by the shaded region. Symmetrical cavities (R1 = R2) lies on the shaded line. The
concentric cavity is located at g1 = g2 = −1 and is only marginally stable with
isotropically radial modes. Near-concentric cavities are located very close to this
concentric point in the stable region.

To get a large coupling strength g, the mode volume V has to be small, which
can be achieved with either a near-planar or near-concentric configuration (see
Figure 1.4). For near-planar cavities (R� L), the expression for the mode volume
V approximates to

Vpl ≈
λ

8
√

2RL3 , (1.20)

and is usually limited by the mirror spacing and the penetration of cavity modes
inside the mirror coatings [209]. Using a typical values of L ≈ 20λ and R/λ ≈ 104,
the mode volume is Vpl ≈ 1600λ3. For near-concentric cavities with small critical
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Figure 1.4: Mode volume of symmetrical cavities as a function of their length. The
mirror radius and wavelength are R = 5.5 mm and λ = 780 nm. The effective mode
volume V reduces to . 104λ3 at both the near-planar and near-concentric regimes.

distances (d� R), the expression for the mode volume approximates to

Vnc ≈
π

4

λ
π

√
Rd

2

L , (1.21)

assuming that the cavity mode is still paraxial – with a smaller critical distance d,
the cavity modes diverges with a larger angle, and the paraxial approximation
starts to break down. Assuming that the smallest achievable focal spot amounts
to the atomic cross section, a limit that is being approached in several free-space
experiments [75, 199, 210], the limit to the near-concentric cavity mode volume is

V limit
nc = π

2σdL = 3λ2R

2π . (1.22)

Using a typical value of R/λ ≈ 104, the mode volume is limited to V limit
nc ≈ 4800λ3,

which can be reduced further with smaller mirror radii.
The mode volumes of near-concentric cavities are typically higher than, but on

the same order as the mode volume of near-planar cavities. Hence, near-concentric
cavities are suitable for strong atom-cavity coupling, particularly in the case where
a large physical space between the mirrors is necessary. Furthermore, an excellent
advantage of near-concentric cavities is the lower requirement for the cavity finesse.
From Equation 1.14, F ∝ 1/L for a particular value of κ. Using the typical values
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Figure 1.5: (Left) The standing-wave modes of a near-concentric cavity are strongly
focused, with waist radius w0 approaching the light wavelength λ. (Right) An
illustration of the cavity transmission spectrum displaying the cavity transverse
mode resonances, which are near degenerate with a frequency spacing ∆vtr � vF .
With a good cavity alignment and mode-matching to the fundamental mode vq,0,0 ,
coupling and transmission of the higher-order transverse modes would be minimised.

above, the cavity finesse required for near-concentric cavities is ∼ 500 times smaller
than the near-planar cavities.

Apart from the near-planar or near-concentric cavity configurations, some other
geometries of Fabry-Perot cavity have also been explored to provide strong atom-
photon interaction. Geometrically asymmetrical cavities provide a similar coupling
strength with a better misalignment stability than near-concentric cavities [211].
Fiber-based cavities allow for a much smaller mirror radius ∼ 50µm to be machined
on the fiber tip, potentially reducing the mode volume to V ≈ 10λ3 [212]. Tapered
fiber cavities, with integrated bragg gratings mirrors, couple with atoms through
the evanescent field modes, and have relatively low mode volumes due to the tight
transverse confinement [213]. Besides Fabry-Perot cavities, there are also efforts to
engineer atom-photon interaction in whispering-gallery-mode microresonators [214,
215], photonic crystal cavities [216], and ring cavities [217–219].

1.4.4 Near-concentric cavity

A near-concentric cavity has strong focusing standing-wave modes, as shown in
Figure 1.5 (left). Our cavity, with a length L of around 1 cm, has approximately
q ≈ 30000 standing wave antinodes – the quantity q is also known as the longitudinal
mode number. With the strong focusing geometry, the waist radius w0 can be
extremely small, depending on the critical distance d. For our system, it is estimated
to be a few µm in size, and is about 100 times smaller than the mode radius on the
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mirror. The cavity output mode is thus strongly diverging, and we use an anaclastic
lens-mirror design to facilitate mode matching (see Chapter 2).

Besides the fundamental Gaussian mode, the cavity also supports a set of
Gaussian-family modes (see Appendix A for the theoretical description). This
results in many transverse mode resonances within a cavity free spectral range, as
depicted in Figure 1.5 (right). The modes of a concentric cavity are degenerate, as
the Gouy phase shifts of the transverse modes are multiples of π. Thus, for the
near-concentric cavity, the frequency spacing between the transverse modes ∆vtr are
pretty small. In our system, ∆vtr is on the order of 100 MHz, about 100 times smaller
than the free spectral range vF . The value of ∆vtr depends strongly on the critical
distance d, and provides a straightforward measurement of d (see Section 3.4.3). The
near-degeneracy of the cavity transverse modes is unique only to the near-concentric
and near-confocal cavities, with potentially far-reaching applications (see Chapter 5).
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Chapter 2

Design of a Near-Concentric Opti-
cal Cavity

This chapter describes the design of our near-concentric cavity. As the near-
concentric modes have large divergences, we opt to use an anaclastic lens-mirror
design which allows the mode outputs to be collimated. This design choice allows
us to move extremely close to the critical point – in fact, up to the last stable
resonance as shown in Chapter 7. In this near-concentric regime, the atom-cavity
coupling exceeds the natural dipole decay of the atom, which is demonstrated with
a corresponding measurement in Chapter 4.

A near-concentric cavity is very sensitive to longitudinal and transversal mis-
alignment, and requires vacuum-compatible mechanical stages capable of moving in
three directions. We have varying degrees of success with a few piezoelectric-driven
translation stages and mechanical mounts, with each iteration ironing out a few
issues of the preceding one. Last, we describe the procedure that we develop to align
and mount the near-concentric cavity.

2.1 Cavity Mirrors
The idea of using a near-concentric cavity is inspired by the demonstration of

strong atom-light interaction with a tight focusing geometry without a cavity [75].
In this free-space system, the ratio of scattered photons is around 10%, which later
improves to around 40% with better lenses and illumination from both sides [199].
In this tight geometry, a deterministic interaction would be obtained by passing the
light a few more times through the atom. Hence, using a cavity system in a tight
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focusing geometry surpasses unit cooperativity with finesse on the order of tens.
High numerical aperture lenses can be obtained using a single aspheric element

with low optical aberrations. A high quality aspheric lens can be produced with
a diamond turning process [220], following any predefined surface profile with
roughness on the order of 20 nm or less.

A cavity setup requires two optical components: highly reflective curved mirrors
and mode-matching lenses. We combine both components into one optical element
with a high numerical aperture – one side with a spherical profile and coated with
highly reflective dielectric stacks, and the other side with an aspherical profile for
mode-matching. We refer to this optical element as anaclastic lens-mirror, which
has a long history dating back to ancient Baghdad [221, 222]. This anaclastic design
allows a straightforward mode matching of a collimated input mode to a strongly
focusing cavity mode, in the near-concentric regime.

2.1.1 Anaclastic Lens-Mirror Design

The anaclastic lens-mirror consists of two air-glass interfaces (see Figure 2.1).
The spherical side satisfies the boundary condition of a paraxial cavity mode, and is
coated with dielectric stacks to produce a mirror with curvature radius of 5.5 mm
and reflectivity of around 99.5% at 780 nm. The aspherical side follows an elliptical
profile, given by

h(r) = r2

Ras +
√
R2
as − (1 + k)r2

(2.1)

with h as the height of the aspheric interface at radius r from the optical axis, and
Ras and k are the mode-matching parameters that depend on the refractive index
and ray tracing – an incoming ray parallel to the optical axis, upon hitting the
aspherical surface, refracts towards and normal to the spherical surface. Owing to
this configuration, aberration corrections of the aspherical profile on the order of r4

and higher are not necessary [223]. The aspherical interface is also anti-reflection
coated at 780 nm, with transmission loss less than 0.5 %.

The anaclastic lens-mirror is produced and coated by Asphericon GmbH according
to specification. The root mean square surface deviation is measured to be 19 nm on
the aspherical side. The clear aperture diameter is 7.8 mm on both sides, but due
to the ray configuration, it is effectively 4.07 mm on the mirror side (NA = 0.37).
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Figure 2.1: A schematic of the anaclastic lens-mirror. The lens-mirror design (a)
with an example of ray propagation in red. The size unit is in mm. The lens-mirror
is mounted inside a mirror shield (b), with a corresponding photo (c).

The anaclastic-lens mirror is mounted inside a mirror mount, which also acts as
a mirror shield, with a ultrahigh-vacuum compatible epoxy glue (Torr Seal). The
shield protects the mirror from the line-of-sight between the atomic source and the
cavity mirror (see Section 3.2) and accidental contact during handling. The crevasses
on the mirror shield allows horizontal and vertical laser beams, with diameter less
than 2 mm, to pass through the centre of the cavity – the laser beams are used in
Section 4.1.1 to form a magneto-optical-trap (MOT) cloud of cold atoms.

2.1.2 Estimation of Cavity Performance

With the two anaclastic lens-mirrors forming a near-concentric cavity, depicted
in Figure 2.2 (a), the performance of the atom-cavity interaction, in terms of the
coupling and cooperativity, is estimated using the theoretical framework described
in Section 1.4. First, we define a critical distance d = 2R − L as the distance of
the mirror spacing away from the critical point (L = 2R). The values of d are
positive for smaller cavity length (in the stable region). The stability parameter is
g = −1 + d/R correspondingly . As our near-concentric cavity is operated extremely
close to the critical point, we can assume that d� R for the subsequent calculations.
Assuming the cavity mode profile is Gaussian, using Equation 1.19, the cavity waist
radius w0 is given by

w2
0 = λ(2R− d)

2π

√
d

2R− d ≈
λ

π

√
Rd

2 . (2.2)
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Figure 2.2: (Left) An illustration of a near-concentric cavity system formed by two
mirrors with radius R, spacing L and cavity waist radius w0. (Right) The cavity
waist radius w0 and atom-cavity coupling strength g as a function of the critical
distance d = 2R− L.

The atom-cavity coupling g can be evaluated using Equation 1.6 with the effective
mode volume V = πw2

0L/4 given in Equation 1.21, and approximates to

g ≈ da
λ

√
2πc
~ε0

( 2
R3d

)1/4
, (2.3)

which gets larger for smaller mirror radius R and critical distance d.
To evaluate the values of atom-cavity coupling relevant to this thesis, we note

that the atom species used is Rubidium 87 (87Rb), and the target atomic transition
is the D2 line (52S1/2 → 52P3/2) with λ = 780.24 nm. The electric dipole moment
for a cycling transition (|F = 2,mF = ±2〉 → |F ′ = 3,m′F = ±3〉) is da = 2.99 ea0,
with e as the electron charge and a0 as the Bohr’s radius. The excited states of the
D2 line have a population decay rate of Γ = 2γ = 2π × 6.07 MHz and a lifetime of
τ = 26.2 ns [224]. The values of the cavity waist radius w0 and atom-cavity coupling
g, evaluated for the corresponding 87Rb atomic transition, is plotted in Figure 2.2
as a function of the critical distance.

There are two decoherence mechanisms in this system. First, the atomic exci-
tation decay rate γ = 2π × 3.03 MHz is related to the atomic dipole moment da
of the D2 transition through Equation 1.15. Second, the estimated cavity decay
rate κ = 2π × 10.9 MHz is evaluated using Equation 1.14, with the cavity length
of L ≈ 2R = 11 mm and the cavity finesse of F = 627 for the specified mirror
reflectivities of R1 = R2 = 99.5% for both mirrors.
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Achieving strong coupling The requirements for a strongly coupled atom-cavity
system are g/γ � 1 and g/κ� 1. Our near-concentric cavity system could reach
this regime, albeit with quite a small margin – with a critical distance of d = 1 µm,
the atom cavity coupling is g = 2π × 13.7 MHz, resulting in g/γ = 4.5, g/κ = 1.3,
and cooperativity C = g2/2κγ = 2.8. The margin for g/κ can be readily improved
with a higher cavity finesse F , say to a few thousands, though it may be limited by
the aperture size (see Section 8.2.2 for a more thorough discussion).

The more important ratio to consider is g/γ, as it can only be improved with a
higher atom-cavity coupling g, as the atomic decay rate γ is fixed for a particular
atomic transition. In addition, both the strong coupling and fast cavity regimes
require g/γ � 1 as a necessary condition. In fact, g/γ > 1 for a near-concentric
cavity requires a small mirror radius R and a short critical distance d – to the best of
our knowledge, it has not been reached in other near-concentric cavity experiments,
i.e. g/γ = [0.12, 0.25] in Ref. [84, 90]. Due to the anaclastic design, our cavity
system is well within this regime, and we demonstrate g/γ = 1.7(1) experimentally
at d = 1.7(1) µm, averaging over random dipole orientations (see Section 4.2.3).

Figure 2.3 (left) shows the “threshold distance” dth as a function of mirror radius
R. We define the threshold distance as the maximum critical distance d to reach the
g/γ > 1 regime. Below R = 4.25 mm, the condition g/γ > 1 always applies for any
cavity length, which is a strong motivation to use mirrors with smaller radii, but
with a compromise of a smaller physical space between the mirrors. In our system
(R = 5.5 mm), the threshold distance dth = 0.47 mm has a pretty large margin.
This margin decays rapidly to dth = 4.5 µm for a 5 cm length cavity .

Limit of the atom-cavity coupling In an experimental setting of atom-cavity
resonance, the available values of the critical distances d are discretised to the cavity
free spectral range. This sets the lower bound of d to be approximately λ/2 from
the critical distance – the exact value of which depends on the effective mirror radii
R1 and R2, i.e. dmin = R1 + R2 mod (λ/2). Aligning the cavity in the d � λ/2
regime, where the atom-cavity coupling explodes to extremely high values, may not
be trivial and will be discussed in Section 7.2.3.

It is useful to take dmin = λ/2 as a lower bound of the critical distance. This
assumption provides an estimate to the atom-cavity coupling g for a cavity setup
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Figure 2.3: (Left) The threshold distance dth as a function of the mirror radius R,
signifying the regime where the coupling strength g exceeds the atomic decay rate γ.
In the shaded region, g > γ applies for any cavity length. (Right) The atom-cavity
coupling strength g and the ratio of the atomic cross section to the focal spot ηsp,
both evaluated at d = λ/2, as a function of the mirror radius R. These values
estimate the performance of cavity systems operated at the last stable resonance.

operated at the last stable resonance in the 0 < d < λ/2 regime (see Section 7.1).
Figure 2.3 (right) shows the atom-cavity coupling g at d = λ/2 as a function of the
mirror radius R. In our current system, g = 2π × 17.3 MHz with C = 4.6 serves as
an estimate on the achievable coupling strength, with the system operated at the
last stable resonance and targeting a cycling transition.

Comparison with the lens systems We compare the performance of the near-
concentric cavity with the lens system. A relevant quantity to examine is the ratio
of the atomic cross section to the focal spot, described previously in Equation 1.12,

ηsp = σd
σw

= 3λ2

π2w2
0
, (2.4)

where the subscript refers to a single pass of the light through the atom, in the
case of a focused lens system. In the cavity system, this factor is enhanced by the
number of photon round trips, and is equal to the cavity cooperativity factor. The
ratio ηsp as a function of the mirror radius R, evaluated at d = λ/2, is plotted in
Figure 2.3 (right). The single-pass cross section ratio ηsp = 0.023 of our system,
estimated at the last stable resonance, is smaller than the focused lens systems with
similar focal lengths, i.e ηsp = [0.11, 0.27] in Ref. [75, 199]. To obtain a comparable
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value of ηsp = 0.1, the cavity has to be aligned at d = 20 nm.
With this comparison, we surmise that a near-concentric cavity can reach a

similar single-pass performance with the focused lens system, but only at very
short critical distances. Nevertheless, besides the technical hurdle to operate the
cavity ∼ 20 nm away from the critical point in the d � λ/2 regime, the paraxial
approximation may no longer be valid. In the lens system, the electric field at the
centre of the focal spot for ηsp = 0.1, calculated using the paraxial model, differs
by about 3% compared with the full mode decomposition-propagation model [225].
This difference accumulates over multiple back-and-forth reflections of the cavity,
which may result in cavity eigenmodes with non-spherical wavefronts [226–229], and
may require cavity mirrors with special shapes.

2.2 Mechanical Stages
The operation of a near-concentric cavity relies on an accurate relative positioning

between the two mirrors. The tight focusing geometry of the cavity mode requires
alignment in both the longitudinal and the two transverse directions – either with
translation or rotation (see Appendix B). We use stacked piezoelectric elements to
provide movement in three orthogonal directions. The piezoelectric elements provide
a small movement with an applied voltage, typically on the order of 0.5 nm/V,
ideal for nanopositioning in an ultrahigh vacuum environment [230]. They are
typically made from lead zirconate titanate ceramic, with a chemical formula of
Pb[ZrxTi(1−x)]O3 (also known as PZT). We use a few types of piezoelectic-based
actuators, and develop different mounting strategies, to satisfy the demanding
requirement of operating the cavity with low mechanical noise in ultrahigh vacuum.

The mechanical structure of the cavity follows a particular size constraint, as it
has to fit within a glass cuvette of size 150× 25× 25 mm. This design choice allows
us to use a smaller vacuum chamber with smaller pumps and smaller magnetic coils,
and provides optical access in virtually any direction (see Section 3.2). Though, the
variety of options for the translation stages and mounting methods become limited
to a certain extent.
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Figure 2.4: Pictures of the actuators and translation stages used in the thesis. (1)
The three directional piezo stack actuator with a through hole for optical access.
(2a) The flexural-based translation stage with 6 threaded holes for mounting. The
flexural mechanism can be seen from the bottom of the translation stage (2b), where
thin metal flexures on both sides of the piezos bend as the piezo elongates. (3a) The
ring piezo to implement fast movement on one mirror. A spacer is added on top of
the piezo (3b) to electrically isolate the high voltage part of the electrode.

2.2.1 Translation Stages and Actuators

In the first iteration of the mechanical design, we use a piezo stack actuator (P-
153.10H, Physik Instrumente) consisting of 72 shear-piezo layers glued together. The
actuator with size 16×16×40 mm has a cylindrical hole of 10-mm diameter through
its centre for optical access. The bipolar actuator allows translation movement
of ±5 µm in three directions, with a maximum supply voltage of ±250 V. The
resonance frequency of the actuator with no extra load is around 30 kHz.

After a few iterations, we identify the need for an actuator with a larger travel
distance. We use a flexural-guided nanopositioner, which exploits a flexible joint to
provide a mechanical amplification to the piezo movement [231]. The flexural-based
translation stage (ANSxyz100, Attocube) with size 25× 25× 10 mm provides three
dimensional translation movement up to 50×50×24 µm, with unipolar operation and
maximum supply voltage of 60 V. Due to the large movement range, the resonance
frequency of the translation stage is much lower, typically less than 1 kHz.
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Version 1a 1b 2a 2b
Actuator type piezo stack flexural stage
Movement range ±5 µm 50× 50× 24 µm
Actuator mounting method epoxy screws
Easy to reconfigure no yes
Extra mounted components - frc. dmp.
Post-baking misalg. (max) ∼ 5 µm > 5 µm ∼ 5 µm
Ultrahigh vacuum operation yes no yes
Mechanical noise (passive) ∼ 0.2 nm ∼ 1 nm 0.17(2) nm
Mechanical noise (w/ a.n.c.) - ∼ 0.4 nm 0.16(2) nm
Operating finesse 138(2) 606(3) 275(9) 484(9)
Noise effect factor ξnoise ∼ 0.07 ∼ 0.3 ∼ 0.3 ∼ 0.2
Experiment with atoms yes no likely
Publication [79] [80] [81] soon

Table 2.1: Summary of the cavity mechanical design development. List of Abbrev: frc.
dmp. – friction damper; misalg. – misalignment; a.n.c. – active noise cancellation.

Alternatively, another common approach to increase the movement range is by
using a piezo slip-stick actuator. The actuator exploits different driving signals
on the piezo to move a stage along a rail through a slip-stick mechanism [232].
Although the actuator has a large movement range, limited only by the rail length,
commercially available actuators with three directional movement do not fit within
our size constraint. They are also more expensive compared to the flexural stages.

On top of the piezo stack actuator and the flexural stage, we also use another
piezo to implement a fast movement along the cavity axis with a finer resolution.
This ring-shaped piezo (PZT-4 compressional crystal, Boston Piezo-Optics) is glued
to one of the cavity mirror mounts, with the high-voltage electrode protected by
a spacer. The 2-mm thick piezo has a maximum travel range of 0.27 nm and an
unloaded axial resonance frequency of ∼ 1 MHz. Figure 2.4 shows the pictures of
all the translation stages and actuators used in the thesis.

2.2.2 Development of the Cavity Mechanical Designs

Table 2.1 captures the development of the cavity mechanical designs, spanning 4
versions. We describe below the main features and technical challenges associated
with each version, and the improvement that we implement with each iteration.
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Figure 2.5: Schematic of the cavity mechanical design version 1 (left), where the
piezo stack actuator is attached with epoxy glue in version 1a, and screws in version
1b. A corresponding picture of the setup is shown (right).

Version 1 In design version 1a (see Figure 2.5), the piezo stack actuator is glued
between the fixed and moving stages using epoxy (Torr Seal). The cavity mirror
mounts are placed on each respective stage using the same epoxy, following the
cavity alignment procedure (see Section 2.2.3). After the epoxy is cured, the cavity
is almost aligned at a critical distance of around 1 µm with zero input voltage.
The cavity can then be aligned at different critical distances, by applying different
voltages on the piezos and monitoring the transmission spectrum.

The setup is then placed in a vacuum chamber, and baked with a high temperature
for a few weeks to reach ultrahigh vacuum (see Section 3.2). This baking process
typically misaligns the cavity, up to around 5 µm in version 1a, due to the effect of
the temperature cycling on the epoxy glue in vacuum. With the piezo stack moving
range of ±5 µm, the alignment and baking process may have to be performed a few
times to get the cavity aligned in ultrahigh vacuum environment.

The downside of version 1a is that the setup is not easy to reconfigure, as the
piezo stack is glued on the stage. In fact, in some of the realignment process, due
to the mechanical stress induced during epoxy removal, the piezo stack broke up
into two pieces. Hence, it became apparent that we require a design where some
of the parts can be disassembled and reconfigured easily, with a much lower risk of
physically destroying the actuator.

In design version 1b, we mount the actuators to the stages with screws (see
Figure 2.5), which allows ease of reassembly. However, the effect of the temperature
cycling during the vaccuum baking process misaligns the cavity by more than the
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Figure 2.6: Schematic of the cavity mechanical design version 2a (left) and version
2b (right), in 3D drawing. Friction dampers are mounted in version 2b to reduce
the cavity mechanical noise.

piezo stack movement range. Even after multiple tries and preemptive corrections
to the expected misalignment behaviour, the cavity can no longer be aligned in the
ultrahigh vacuum environment. We hypothesise that the misalignment is exacerbated
as the stack piezo and screws are mounted horizontally – a small strain on the back
screws, induced by some tension relaxation, would result in a large displacement on
the moving stage.

Version 2 In design version 2a, to counteract the post-baking misalignment issues,
we use a flexural-based translation stage which has a larger moving range (see
Figure 2.6), up to 50 µm horizontally and 24 µm vertically. The moving stage is
screwed vertically to the translation stage. As the flexural stage requires unipolar
operation, during the cavity alignment process, we apply a voltage bias to position
the stage on the middle of the operating range. The maximum misalignment figure
after a baking process is ∼ 5 µm, and there is typically no need to repeat the aligning
and baking cycle in this design version.

However, the main drawback of design version 2a, which we have started to learn
since version 1a and 1b, is the mechanical noise of the cavity. The mechanical noise
varies, depending on the environment and platform noise. In a typical experimental
setting, i.e. the cavity mount is placed inside a glass cuvette attached to a vacuum
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chamber on an optical table, the mechanical noise is around 0.2 nm for version 1a
and 1b, and around 1 nm for version 2a. The noise is higher with the flexural stage,
which is likely due to a more complex mechanical structure with flexural mechanical
amplification, forming a system of “stacked cantilevers”.

We quantify how much the mechanical noise affects the operation of the atom-
cavity system with a “noise effect factor”,

ξnoise = δωc
2κ = δL

λ/2F , (2.5)

which is how much the cavity resonance shakes, δωc, with respect to the full-width
half maximum of the cavity transmission, 2κ. This factor is also equivalent to
the ratio of mechanical noise (standard deviation of the cavity length) to the half-
wavelength, multiplied by the cavity finesse. Here, we propose a figure of ξnoise . 0.2
as the noise target – the mechanical noise mostly contributes to 20% of the cavity
linewidth. For a nominal cavity finesse of F = 627, this corresponds to mechanical
noise of at most 0.12 nm.

The noise effect factor ξnoise for version 2a starts at around 0.7, which may be
too high for any experiments with atom. Though, the noise is still tolerable for
some experiments that do not require the cavity to be stabilised at its resonance.
We develop a method to perform active noise cancellation based on control theory
(see Section 6.1), and manage to reduce the noise to around ξnoise = 0.3. This noise
figure may be acceptable for atom-cavity experiments, but may require some further
post-selection on the data, based on the time-varying cavity detuning. We didn’t
proceed with this setup as we discover a way to passively damp the mechanical noise
of the system using friction dampers (see Section 6.2).

In design version 2b, we introduce friction dampers to the mechanical design to
reduce the mechanical noise of the cavity. The friction dampers are mounted on the
pockets (see Figure 2.6, right) to prevent accidental dismounting, and rest with only
their weights (no glue or screws). With a higher operating finesse at F = 484(9),
the mechanical noise starts at around δL = 0.17(2) nm with ξnoise = 0.22(3), and
reduces slightly to δL = 0.16(2) nm with ξnoise = 0.20(3) with the active noise
cancellation. The resultant noise effect factor is within our target of ξnoise . 0.2 for
atom-cavity experiments, but slightly on the high side.
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Version 3 In future experiments, higher values of atom-cavity cooperativities
can be reached with higher finesse cavities, which require much lower mechanical
noise – for a cavity finesse of F = 5000, the mechanical noise should be limited at
δL . 16 pm. This would require a radical redesign of the mechanical setup. We
are developing a method to mount the cavity with higher inherent stability, by
connecting the corners of the mirror mounts with small piezo stacks with large travel
range. The mechanical design and preliminary results are provided in Section 8.2.1.

2.2.3 Cavity Alignment Procedure

With limited movement ranges of the translation stages, the cavity mirrors are
first aligned using external translation stages with tip and tilt adjustment. Once
the cavity is aligned in the correct regime, the mirrors are glued in place with an
epoxy (Torr Seal). We describe the procedure in detail, for version 2b, below.

Preparing the stages and mirrors First, we stack the right mirror mount with
the spacer and ring piezo, and glue them together with an epoxy (Torr Seal). The
ground electrode of the ring piezo, at the bottom of the stack, is attached to the fixed
stage with a silver epoxy (H21D, EPO-TEK). Then, we attach the flexural-based
translation stage (ANSxyz100, Attocube) and the moving stage onto the fixed stage
with screws, and put the friction dampers in position. We mount the whole setup
on a tip-tilt platform (KM200PM, Thorlabs), on a 3-axis manual translation stage
(PT3, Thorlabs). This concludes the preparation for the right cavity mirror.

On the left side, we hold the left mirror mount with a home-built mechanical
tweezer by friction force. The tweezer is locked into its place with screws, and
can be released by unscrewing. The tweezer is then mounted on another tip-tilt
platform, on an external 3-axis piezo translation stage with 100-µm moving range
(Tritor 101 CAP, Piezosystem Jena), on another 3-axis manual translation stage.
This concludes the preparation for the left cavity mirror.

The axes of the cavity mirrors should coincide. To achieve this, we prepare a
reference axis with two fibre couplers facing each other, using the aligning mirrors
(see Figure 2.7). By maximising the coupling of the right and left propagating laser
beams to the right and left fibre respectively, the left and right propagating beam
axes coincide, establishing the reference axis. Then, we align the axes of the cavity
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Figure 2.7: The alignment setup of the near-concentric cavity. The reference axis
(RA) is formed by two fiber couplers (FC) with alignning mirrors (M). The right
cavity mirror is mounted on the cavity setup, while the left cavity mirror is mounted
on a mechanical tweezer (MT). Initially, both mirrors are aligned to retroreflect the
laser beams back to the fiber coupler, using the manual translation stages (MTS)
and the tip-tilt platforms. Then, they are brought together to form a cavity in the
stable regime, with fine positional adjustments provided by the Piezosystem Jena
(PSJ) translation stage.

mirrors to coincide with the reference axis, using the tip-tilt platform and the 3-axis
manual translation stage. Due to the anaclastic design, collimated beams on the
reference axis also collimate on the back-reflection path upon hitting the cavity
mirrors. By monitoring and maximising the back-reflected fibre coupling efficiency,
the tip and tilt misalignment can be corrected. The transverse off-axis misalignment
can be corrected by observing the back-reflection mode of a slightly focused reference
beam, which produces a small aberration in the off-axis case. Though, the transverse
misalignment will become much more obvious once the cavity is formed.

Forming the cavity The next step of the procedure is to bring the cavity mirrors
close to each other, by adjusting the manual translation stages. It is important to
monitor the back-reflected fibre coupling efficiencies during this process, as the left
mirror mount might knock on the moving stage and misalign the setup.

We first bring the mirrors together with their spacing smaller than the concentric
length – in this stable regime, the cavity is more easily aligned. We observe the cavity
mode and the transmission spectrum using a camera (USB2 CCD Monochrome,
Point Grey) and an amplified photodiode (PDA36A2, Thorlabs), by sending a slow-

37



CHAPTER 2. DESIGN OF A NEAR-CONCENTRIC OPTICAL CAVITY

varying frequency modulation (stimulation input) on the laser (see Section 3.1.1).
We correct for the off-axis misalignment using the external 3-axis piezo translation
stage, by maximising the coupling to the fundamental cavity mode and minimising
the coupling to the non cylindrically-symmetric cavity transverse modes. At this
point, the manual translation stage would be too coarse for such alignment. We
slowly bring the cavity mirrors further apart, and approach the critical point.

The critical distance can be estimated from the frequency spacing of the cavity
transverse modes (see Section 3.4). At the critical point, the transverse modes start to
overlap at the same frequency. In addition, the transmission of the fundamental mode
reduces and the linewidth increases, due to higher diffraction loss (see Section 7.1).
We align the cavity at around 2 or 3 half-wavelengths away from the critical
point (critical distance of ∼ 1 µm), and apply voltages to move the flexural-based
translation stage to the centre of its operation ranges.

Fixing the position of the cavity mirrors After the cavity is aligned at the
correct position, we put a small amount of epoxy (Torr Seal) at a few spots to
attach the left mirror mount to the moving stage. The epoxy takes about 2 hours to
harden, and more than 24 hours to fully cure. Within the first 2 hours, we monitor
the cavity mode and spectrum, and compensate for any misalignment that occurs
within this time.

About 2 days later, we unscrew the mechanical tweezer to release the left mirror
mount, which now stays on the moving stage. This concludes the cavity alignment
procedure. The cavity misalignment that accumulates up to this point is typically
around 1 µm, which can be readily compensated with the flexural-based translation
stage. Much larger misalignment occurs during the baking process in vacuum (up
to ∼ 5 µm), which is still within the operating range of the translation stage.
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Chapter 3

Experimental Setup and Techniques

The experimental setup and techniques to operate a near-concentric cavity in
an ultrahigh vacuum environment are described in this chapter. This includes
the laser system and spectroscopy techniques, vacuum system, cavity stabilisation,
and measurement of cavity parameters. Most of the techniques described here
are standard resources found in typical quantum optics laboratories, except the
transverse alignment stabilisation of a near-concentric cavity (Section 3.3.2).

3.1 Laser Systems and Spectroscopy Techniques
The laser system forms the main backbone of the cavity experiments. We use a

home-built external cavity diode laser (ECDL), which is frequency-tunable over a
large range with a relatively narrow linewidth. By probing the atomic transition, the
frequency of the ECDL can be stabilised to the resonance of the atomic transition,
or slightly detuned from it, through spectroscopy techniques.

3.1.1 External Cavity Diode Laser

Our external cavity diode lasers (ECDL) are constructed in a Littrow configura-
tion [233, 234] inside an enclosed box with temperature stabilisation. Collimated
light from a commercial laser diode, upon hitting a reflective grating, diffracts part of
the light back onto the laser diode, modifying its spectral properties (see Figure 3.1).
Meanwhile, part of the light which is not diffracted, reflects off the grating and forms
the ECDL output.

The spectral properties of the ECDL is modified by the grating in three steps.
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collimation tube

diffraction grating

adjustment screws

piezo

Figure 3.1: A picture of the external cavity diode laser setup (left), located inside
an acrylic box with size 120× 80× 50 mm. The red laser beam path is drawn as
a visual aid. The laser diode (right) is mounted inside the collimation tube. The
diameter of a Singaporean dime is 18.5 mm for a size reference.

First, the diffraction angle selects part of the laser operating wavelength that
feedbacks on the laser diode. Second, the external feedback increases the overall gain
of the system and reduces the laser threshold. Third, the spacing between the laser
diode and the grating forms an “external cavity”, accumulating a phase difference
on the feedback path – this changes the laser frequency and decreases the laser
linewidth. With the external cavity length of ∼3 cm and diffraction efficiency of
∼20%, our ECDL linewidth is typically less than 1 MHz, much narrower compared
to the atomic or cavity linewidth.

There are 4 ways to tune the frequency of an ECDL. Starting from the coarsest
way, they are (1) the diffraction angle, via an adjustment screw on the grating mount,
(2) the temperature of the ECDL, via a peltier element, (3) the laser current, and
(4) the change of the external cavity length in ∼nm scale, via a piezoelectric element
attached to the grating mount. To probe the frequency response of an experimental
system, i.e. in atomic or cavity spectroscopy, we send a periodic stimulation input
(stim-in) signal to the piezo, which varies the laser frequency over a small range,
and monitor the response with an oscilloscope.

Laser sources in our setup We use ECDLs for 3 different wavelengths – 780 nm
and 795 nm lasers to target the D2 and D1 transition of 87Rb atom, and an 810 nm
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laser to provide a far off resonant light to the near-concentric cavity. The laser diodes
are commercially available (780 nm – GH0781RA2C, Sharp; 795 nm & 810 nm –
LD808-SA100, Thorlabs), with their output mode collimated by aspheric lenses
(C220TMD-B, Thorlabs) and directed towards a holographic grating (GH13-18V,
Thorlabs). The ECDL output passes through an optical isolator (780 nm & 795 nm
– IOT-5-780-VLP, Thorlabs; 810 nm – 2× IO-3D-830-VLP, Thorlabs) to prevent any
back-propagating beam, from further on, to affect the operation of the ECDL. The
laser beam is then coupled to a single-mode fiber (FOP-78-x, AFW Technologies),
which spatially filters the mode to a Gaussian profile.

3.1.2 Atomic Spectroscopy for Laser Stabilisation

The atomic species used for cavity-atom interaction experiments is Rubidium
87 (87Rb), which belongs to the alkali metal group, and is hydrogen-like due to a
lone outermost electron on the s-orbital. The atomic dipole transition of interest
is the D2 line (52S1/2 → 52P3/2), with a centre transition frequency of 384.23 THz
and wavelength of 780.24 nm in vacuum [224]. In the D2 line, it is possible to form
a cycling transition between the |F = 2,mF = ±2〉 and |F ′ = 3,m′F = ±3〉 states,
realising a two level system. In addition, the other fine structure doublet, the D1 line
(52S1/2 → 52P3/2), has a centre transition frequency of 377.11 THz and wavelength
of 794.98 nm in vacuum. An energy level structure of the 87Rb D line transitions is
shown in Figure 3.2.

The frequency of the EDCL can be stabilised to a particular atomic transition, by
first generating an error signal using a frequency modulation (FM) spectroscopy [235,
236] of the atoms, and implementing a control-loop feedback on the ECDL piezo.
We use two different types of atomic FM spectroscopy – saturation absorption
spectroscopy [237] and modulation transfer spectroscopy [238], which share a very
similar setup arrangement (see Figure 3.3). The modulation transfer spectroscopy
has a strong signal only in a closed atomic transition, i.e. the F = 2 → F ′ = 3
transition of the D2 line, but provides a background-free error signal.
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780.24 nm
384.23 THz794.98 nm

377.11 THz

D1 line D2 line

Figure 3.2: Energy level structure of 87Rb D1 and D2 line transitions. The targeted
transition for the atom-cavity interaction is F = 2 to F ′ = 3 on the D2 line (red).

3.1.3 Laser frequency detuned from atomic transition

We use an acoustic optical modulator (AOM) to detune the ECDL frequency
away from an atomic transition. The AOM creates different diffraction orders off
the main beam, with their frequencies shifted by integer multiples of the AOM
driving frequency. The diffraction efficiency onto either the +1 or -1 order can
be maximised up to ∼ 85% efficiency, by varying the tilt angle of the AOM. The
AOM can be operated in either a single-pass or double-pass configuration [239].
Our AOMs, with centre frequencies of 80MHz (3080-122, Crystal Technology) and
200 MHz (3200-124, Crystal Technology), provide a range of frequency shifts, from
70 MHz up to 2×230 MHz. The output of the AOM can be switched on/off with a
rise/fall time of less than 100 ns, enacting a switching mechanism in implementing
the experimental sequences.

Alternatively, similar frequency detuning can also be provided by a phase electro-
optical modulator (EOM) with a large frequency range. The phase EOM generates
frequency sidebands on the main laser frequency, with the spacing determined by the
EOM modulation frequency. By locking the sideband to an atomic transition, the
main frequency of the ECDL can be tuned by changing the driving frequency. Using
a large bandwidth waveguide phase EOM (10 GHz Phase Modulator, EOspace), the
modulation or detuning frequency can be tuned from DC up to 10 GHz, although
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Figure 3.3: Atomic FM spectroscopy setup for ECDL stabilisation. The radio-
frequency (RF) source modulates a laser beam with a frequency of 20 MHz via
an electro-optical modulator (EOM). The half-wave plate (HWP) and polarising
beam-splitter (PBS) divides the ECDL output into a pump and probe paths. The
modulated intensities of the probe are measured by photodetectors (PD1 or PD2),
and mixed with the RF source to produce error signals, which provide feedback to
the ECDL piezo via a proportional-integral control (PIC).
In the saturation absorption spectroscopy (1), the probe (horizontal) is modulated,
while the pump (vertical) saturates the Rubidium gas cell (Rb GC), such that the
spectroscopy signal is provided by zero-velocity atoms.
In the modulation transfer spectroscopy (2), the probe (vertical) is not modulated
initially, but the modulated pump (horizontal) transfer the modulation to the probe,
via a near-resonant four-wave mixing process.

the tuning range is usually also limited by the bandwidth of the RF source and
amplifier.

3.1.4 Detecting Single Photons and Running Experimental
Sequences

The interaction between the atom and cavity photons is observed in the single-
photon regime. We use a silicon avalanche photodiode (home-built) as the single-
photon detector with detector efficiency of around 45 − 50% at 780 nm. The
photodetection signals are recorded by a timestamp unit (home-built), which outputs
either a list of the photodetection time or the number of photons within a set time
period.

The photon count rates are used to trigger the start of an experiment sequence
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Figure 3.4: Pictures of the cavity setup inside the vacuum chamber. The cavity
setup is mounted inside a cuvette (right, zoomed in) attached to a relatively small
vacuum chamber, and surrounded by magnetic coils and optical components (left).

– if the rate exceeds a certain threshold that indicates atom loading, a preloaded
experimental sequence is run by a digital pattern generator (home-built). Data
collected during the experimental sequences are processed with computer programs,
typically written in C or Python.

3.2 Vacuum System
The cavity setup is placed inside an ultrahigh vacuum (UHV) environment,

with pressure lower than 10−8 Torr, to limit collision of random particles with the
trapped atoms. We use a small vacuum chamber, and put our setup inside a glass
cuvette of size 100× 25× 25 mm with excellent optical access (see Figure 3.4). The
cuvette is externally coated with anti-reflective coating, which reduces the optical
loss through the cuvette to around 8%, and limits the etalon effect from the cuvette
wall interfaces [240].

We connect the electrical wires of the translation stage and piezo actuator, with
a UHV-compatible cable (Cable In-Vacuum, Type-D 9 Pins, MDC Precision) and
externally with an electrical feedthrough (Multipin Feedthrough, Conflat Flange,
MDC Precision). The source of rubidium atom is a getter dispenser (Rubidium
AMD, SAES), which is placed facing the cavity, but not at line-of sight with the
mirrors, protected by the mirror mount-shields. The dispenser is powered by an
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external power supply with an operating current of around 2.5 A.

Pumping down Besides the aforementioned components, the main vacuum cham-
ber also consists of an ion pump (Vaclon Plus 20, Agilent), an ionisation gauge
(UHV-24, Varian), titanium sublimation pump (TSP Cartridge Filament Source,
Agilent), and a valve (Angle Valve 1.5”, All Metal, MDC Precision) which connects
to an external vacuum chamber which consists of a turbomolecular pump (HiCube
80 Classic, with rotary vane backup pump, Pfeiffer Vacuum) and a compact vacuum
gauge (PKR 251, Pirani and cold cathode combined gauges, Pfeiffer Vacuum). After
the installation of the cavity setup, the chamber is first pumped down with a tur-
bomolecular pump, reaching pressure of around 10−6 Torr after 1 day of pumping.
During the pumping down process, the titanium sublimation pump is outgassed at
a pressure below 10−2 Torr by running a current of 40 A for 1 min on each filament.
Thereafter, we switch on the ion pump, which pumps the main chamber indefinitely.

There are three methods to monitor the pressure of our vacuum chamber. The
thermistor/pirani gauge is located at the external vacuum chamber, and can be used
to monitor the pressure down to 10−7 Torr while opening the valve. The ionisation
gauge measures vacuum pressure down to 10−11 Torr, and is the main pressure
gauge we use. The current of the ion pump can also be used to estimate the vacuum
pressure down to around 5×10−9 Torr, but it has to be calibrated with the ionisation
gauge beforehand. We use this method occasionally, as continuous operation of the
ionisation gauge shakes the vacuum chamber and introduces additional mechanical
noise to the cavity.

Baking the vacuum chamber To lower the vacuum pressure considerably, we
bake the vacuum chamber to accelerate the evacuation of volatile materials inside the
chamber. The vacuum chamber is covered with heat tapes and layers of aluminium
foils which provide thermal isolation. The temperature of the chamber is increased
slowly, while monitoring the vacuum chamber pressure to not exceed 5× 10−6 Torr.
The target baking temperature is 120◦C, which is limited by the maximum baking
temperature of Torr Seal. The baking is stopped once the vacuum chamber pressure
drops very slowly, i.e. less than ∼ 5% drop after a full baking day. The temperature
of the vacuum chamber is then lowered slowly, to minimise excessive temperature

45



CHAPTER 3. EXPERIMENTAL SETUP AND TECHNIQUES

gradients which might crack the cuvette. We close the valve separating the main
and external vacuum chamber at temperature of around 100◦C, and wait until the
vacuum chamber cools down to the room temperature.

If there is no significant leak or excessive outgassing, the pressure of the main
vacuum chamber should reach around 8× 10−9 Torr. We can lower the pressure to
less than 2× 10−9 Torr by running the titanium sublimation pump with a current
of 42 A for 1 min. This process may have to be repeated every few months, as the
vacuum pressure climbs back up. The target operating pressure is 3× 10−9 Torr,
which gives an atomic loss rate of around 0.2 s−1 from a magneto-optical trap [241],
and a single atom trapping lifetime of around 1 s from a dipole trap [242], due to
background gas pressure.

Rubidium dispenser and the decrease of cavity finesse The rubidium dis-
penser is the main source of the rubidium atoms. We operate it at around 2.5 A,
by heating it up to a temperature of around 600 K. At this temperature, a large
amount of rubidium atoms and other volatile materials are released by the dispenser,
which might condense on the mirror surface and reduce the cavity finesse. In the
past, we have observed the cavity finesse reducing from around 600 to 138 (version
1a) and 275 (version 2a), which we hypothesise to be mostly contributed by the
operation of the rubidium dispenser.

In the most recent experiment (version 2b), we monitor the cavity finesse closely
during the whole vacuum operation. The initial cavity finesse of F = 545(11) drops
to F = 503(11) after a series of vacuum procedures, which include baking the
vacuum chamber and running the titanium sublimation pump. Then, we ramp
the rubidium dispenser current slowly to 2.5 A, while keeping the main chamber
pressure below 3 × 10−8 Torr, as the dispenser outgasses quite appreciably. The
finesse is still maintained during this process, but later drops to F = 484(9) as
we increase the dispenser current to 2.8 A intermittently for short periods of time
(less than one hour in total) to search for the formation of the rubidium cloud (see
Section 4.1.1). This corresponds to a cumulative increase of the mirror scattering
loss of about 740(160) ppm. To prevent further deterioration, we have developed and
implemented a method to infer the cloud formation without a camera (see the last
paragraph of Section 4.1.1), which allows us to keep the dispenser at the operating
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current (2.4 A) without increasing it further. The cavity finesse still maintains at
F = 484(9) after a few weeks of operation.

The increase in the cavity scattering loss will be an issue in future experiments
with higher finesse cavities – a similar mirror scattering loss of 740 ppm corresponds
to a finesse drop from F = 5000 to F = 2300. Besides the method described above,
we are currently developing another method to reduce condensation of volatile
materials on the mirror surface, by using a shield to protect the cavity setup while
the hot elements, i.e. rubidium dispenser and titanium sublimation pump, are
outgassing. The shield can then be opened once the setup is ready for experiments.

Magnetic field coils We use magnetic field coils to generate homogeneous and
quadrupole magnetic field inside the cavity setup. The homogeneous magnetic
field in three directions are generated with three pairs of coils, arranged close to a
Helmholtz configuration – not exactly Helmholtz due to space considerations, but
the magnetic field is very homogeneous in the vicinity of the atomic cloud (∼ 0.2 mm
in size). This is used to compensate external magnetic fields, i.e. from earth, ion
pump, etc, and to create Zeeman-level splitting of the atom.

The quadrupole magnetic field is generated by a pair of anti-Helmholtz coils,
and is used to create large magnetic field gradients to form the cold rubidium cloud,
typically on the order of 20 G/cm. In a small vacuum chamber, such field gradients
can be generated with a relatively small coil setup with a diameter of 6 cm and coil
spacing of 3 cm, and each coil consisting of 160 turns of AWG 22 copper wire. The
coil setup is run with a current of about 1 A, and generates heat of about 3.2 W.
Generate the same field gradient in a larger vacuum system requires higher current
or more coil windings, which scale quadratically with the size of the coil setup. It
may also be important to consider heat management of the coil setup – for example,
scaling the coil setup and wire diameter by a factor of two requires a current of 4 A
to generate a similar field gradient, while dissipating around 26 W of heat.

3.3 Stabilisation of Near-Concentric Cavity
To observe atom-cavity interaction, the near-concentric cavity has to be stabilised

in both the longitudinal and transverse directions, corresponding to the cavity length
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and transverse alignment respectively. In the longitudinal direction, the degree of
stability is specified by the noise effect factor (see Equation 2.5), which quantifies
how much the cavity resonance fluctuates with respect to the cavity linewidth. Long
term fluctuations of the cavity resonance can be addressed by stabilising the cavity
length to an atomic transition, which is extremely stable across time. However,
short term fluctuations, arising from mechanical vibrations of the cavity setup, is
ever-present and requires a few additional techniques (see Chapter 6).

Cavity misalignment in the transverse directions changes the mode-matching
condition and hence the cavity transmission and fibre coupling. Such misalignment is
typically due to changes in temperature, which expands or contracts the mechanical
stages. As it progresses quite slowly, in the timescale of minutes, the misalignment
can be corrected using a computer algorithm, by moving the translation stage back
to the spot with higher transmission. The transverse alignment stabilisation method
has been published in [80].

3.3.1 Far Off Resonant Lock and Transfer Cavity

To stabilise the near-concentric cavity length, we send a laser to probe the cavity
resonance, and create an error signal with the frequency modulation technique [236,
243]. The error signal is then used to implement a proportional-integral (PI) control
on the cavity axis direction of the translation stage. To prevent any near-resonant
interaction of the locking laser with the atom, the laser used has a frequency that is
far away from any atomic resonances. The locking laser has a long-term stability
derived from the atomic transition, through the use of a transfer cavity. The
locking laser is also used as a far off-resonant trap (FORT) to trap single atoms (see
Section 4.1.2).

Figure 3.5 shows the schematic of the transfer cavity setup. We use a 780 nm
laser, which is already stabilised to one of the 87Rb transitions, and a 810 nm laser,
which is far-off resonant with rubidium transitions, to lock the near-concentric cavity
length. The transfer cavity is made from two mirrors with reflectivity R > 99.9%
(ATFilms), separated by an Invar spacer and a piezo tube. The cavity is near-planar
with length 1.17 cm, corresponding to a free spectral range of 12.8 GHz and linewidth
of 2.8 MHz. The cavity is placed inside a high vacuum (HV) environment with a
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Figure 3.5: Schematic of the transfer cavity setup. The stabilisation sequence
consists of a series of four locks (1st to 4th). First, the 780 nm laser is locked (1st) to
the 87Rb transition via atomic spectroscopy. Then, the length of the transfer cavity
is locked (2nd) to the 780 nm laser via a piezo (PZT). The waveguide electro-optical
modulator (w-EOM) generates a frequency sideband of 0.1 to 2 GHz on the 810 nm
laser, which is then locked (3rd) to the transfer cavity to stabilise the 810 nm laser.
Finally, the near-concentric cavity is locked (4th) to the 810 laser via the translation
stage (TS). The length of the near-concentric cavity can be varied by changing the
modulation frequency of the w-EOM.

pressure of 5× 10−6 mbar, and the vacuum chamber is temperature-stabilised with
a heating coil, to reduce cavity fluctutations.

The transfer cavity length is locked to the 780 nm laser frequency using the piezo
tube, transferring the long term stability of the atomic resonance to the transfer
cavity. We use a waveguide EOM (10 GHz Phase Modulator, EOspace) to generate
frequency sidebands of around 0.1 to 2 GHz on the 810 nm laser, and lock one of the
810 nm laser sideband to the transfer cavity. This process effectively transfers the
long term stability of the atomic resonance to the 810 nm laser. The locking of the
sideband, instead of the mainband, of the 810 nm laser frequency is necessary for
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Figure 3.6: Cavity transmission at different transverse positions of a cavity mirror.
By moving the translation stage in the transverse directions (x and y axes), the
cavity transmission coupled through a single mode fibre drops, with a full width at
half maximum (FWHM) of 59(3) nm.

the tunability of the near-concentric cavity resonance, via the modulation frequency
of the waveguide EOM.

3.3.2 Transverse Alignment Stabilisation

Transverse alignment is very important in a near-concentric cavity. Figure 3.6
shows the cavity transmission after coupling to a single-mode fibre, by moving the
translation stage in the two transverse directions, while locking the cavity in the
longitudinal direction. With a critical distance of 1.7(1) µm, the cavity transmission
through a single-mode fibre loses half its initial value with only around 30 nm of
cavity misalignment (FWHM = 59(3) nm). The transverse alignment is even more
sensitive for smaller critical distances.

A small change in temperature expands or contracts the cavity setup slightly,
which can misalign the cavity in the transverse directions. The difference in the
thermal expansion of the cavity stages (aluminium, α = 23 × 10−6 K−1) and the
translation stage (titanium, α = 8.6× 10−6 K−1), say for a length of 2 cm, causes
misalignment of about 290 nm/K. The day and night temperature cycle of the
laboratory, and thus our cavity setup, is around 1 K. We lower this down by putting
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Figure 3.7: Transverse alignment stabilisation via the cavity transmission. Over
time, on the order of minutes, the near-concentric cavity accumulates misalignment
in the transverse directions. Once the transmission drops below a threshold, or by
an amount of δTtr, the stabilisation algorithm maximises the cavity transmission
back to its initial value, as indicated by the arrows.

an enclosure on the whole vacuum chamber and the surrounding optics, and control
the temperature inside by actuating the air conditioner via an air duct. Nevertheless,
there are other thermal sources, i.e. rubidium dispenser and the quadrupole coils,
which also affect the temperature of the cavity setup.

To counteract the issue of the transverse misalignment, we monitor the transmis-
sion of the locking laser through a single-mode fibre, and implement a stabilisation
mechanism once the transmission drops by a set amount δTtr. Below the transmission
threshold, the computer moves the translation stage in the transverse directions to
compensate for the misalignment, and find the location with the original transmission
value – the algorithm scans the surrounding area in a fine step, and implement
movement in the direction of the steepest ascent.

Figure 3.7 shows an implementation of the transverse stabilisation mechanism in
a near-concentric cavity with a critical distance of 207(13) nm. The temperature
drift is on the order of tens of minutes, while the stabilisation mechanism typically
only requires a few seconds. The degree of transverse stability is characterised by
δTtr, which can be set very low, but with a smaller experiment duty cycle.
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3.4 Measurement of Cavity Parameters
This section describes methods to measure relevant cavity parameters, including

the free spectral range, cavity length, finesse, cavity decay rates, and mode matching.
These can be measured via a frequency reference and the cavity spectra. Particularly
for a near-concentric cavity, another important cavity parameter is the critical
distance, which can be determined by the frequency spacing of the transverse modes.
The method to measure critical distances has been published in [80]. Characterisation
experiments in subsequent chapters follow the method described in this section.

3.4.1 Free spectral range and cavity length

For our near-concentric cavity, the cavity length is L = 2R − d, with mirror
radii R and critical distance d. As the operating critical distance is at most a few
µm (d/L ∼ 10−4), and the radius of curvature is set by the manufacturing and
coating process (δR/R . 10−4), we take L = 11.000 mm with a free spectral range
of vF = c/2L = 13.627 GHz in vacuum, with an uncertainty of around 10−4. These
values have been verified experimentally, but with a higher uncertainty (see below).

Alternatively, the free spectral ranges can be determined by a wavelength meter
(WS7-60, HighFinesse), which outputs the frequency of the laser up 60 MHz absolute
accuracy with 10 MHz resolution. First, we find the resonance frequency to the
fundamental mode of the cavity, and then tune the laser frequency one free spectral
range away, either up or down, to find the next resonance frequency of the cavity
fundamental mode. We repeat the process a few times, in both frequency directions,
to estimate the uncertainty – typically around 10−3 to 10−2. Using the free spectral
range, the cavity length in vacuum can then be determined using the formula
L = c/2vF . For cavities not in vacuum, the cavity length is slightly shorter, due to
the air index of refraction of around 1.0003. A lower uncertainty can be obtained
by sending another resonant laser at different frequency to lock the cavity length,
eliminating the cavity temperature fluctuation during the measurement period.

3.4.2 Finesse, decay rates, and mode matching

Characterisation of the cavity finesse, decay rates and mode matching can
be performed using the cavity transmission and reflection spectra, following the
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technique described in [209]. Here, we assume that both cavity mirrors have the
same transmission. The transmission of the laser power through the cavity, or the
cavity transmission spectrum, is given by

T (ω) = Pt(ω)
Pin

= η
κ2
m

(κm + κl)2 + (ω − ω0)2 , (3.1)

where Pt(ω) is the laser power transmitted through the cavity, Pin is the input power,
η is the spatial mode matching efficiency, ω0 is the cavity resonance frequency, and
κm and κl are the cavity decay rates due to the mirror transmission and scattering
losses, respectively. On the other hand, the fraction of laser power reflected back
from the cavity, or the cavity reflection spectrum, is given by

R(ω) = Pr(ω)
Pin

= 1− η κ2
m + 2κmκl

(κm + κl)2 + (ω − ω0)2 , (3.2)

where Pr(ω) is the laser power reflected by the cavity. The cavity finesse F = πvF/κ,
is determined from the total cavity decay rate, κ = κm + κl.

Obtaining the cavity spectra To obtain the cavity transmission and reflection
spectra, we use a stimulation-input (stim-in) signal either on the ECDL or cavity
piezos, generating a periodic and near-linear variations on the laser frequency or
cavity length, respectively. With the same stim-in signal, we obtain a frequency
reference, either via the atomic spectroscopy signal or the EOMmodulation frequency.
The frequency reference allows us to map and express the cavity spectra in terms
of laser frequency ω or cavity resonance detuning ω0 = ω + δω, provided that the
scanning range is mostly linear. Both scanning methods, either in laser frequency
or cavity length, are almost equivalent, except for a very minute change of the free
spectral range while varying the cavity length.

The non-linearity in the scanning arises when the stim-in voltages on the ECDL
and cavity piezos do not correspond linearly with the laser frequency and cavity
movement. In some cases, the stim-in voltages are set to be sinusoidal in time, as
the ramp or triangular signal might have different gains for the higher harmonics,
due to piezo mechanical resonances. We reduce the degree of non-linearity by only
performing the measurement within a “near-linear window” – within this window,
the maximum and minimum measured values of the spectral width or the frequency
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reference only vary by at most 5%. We repeat the measurement a few times and at
different spots within the near-linear window to provide an error estimate.

A lower uncertainty can be obtained by locking the cavity length with another
laser, and obtain the transmission and reflection spectra with a probe laser. The
frequency of the probe laser can be varied across the cavity resonance, either using an
AOM or EOM (see Section 3.1.3). As the probe frequency in a single measurement
does not vary over time, we use this method to probe the atom-cavity spectra, which
require a much longer integration time for each probe frequency (see Section 4.2).

It is important to recognise that both the transmission and reflection spectra are
normalised, i.e. the measured power spectra are to be divided by the input power.
Thus, in determining the transmission spectrum, one has to factor in losses from the
optical components before and after the cavity, in particular the cuvette loss (around
5% on each side). For the reflection spectrum, the normalisation to the input power
is already given in the far-off detuning case, i.e. R(ω)→ 1 for |ω − ω0| � κ.

Determining the finesse The finesse is determined by fitting either the measured
transmission or reflection spectra to either Equation 3.1 or Equation 3.2, and
evaluating the total decay rate κ = κm + κl via a frequency reference. The finesse is
then given by F = πvF/κ.

Determining the cavity decay rates First, we define a parameter α to represent
the effectiveness of the cavity transmission. The parameter α is measured from the
cavity transmission and reflection at resonance,

α = T (ω0)
1−R(ω0) = κm

2κl + κm
. (3.3)

It is interesting to note that α is nominally determined by the cavity decay rates,
and thus is a physical property of the cavity mirrors – for mirrors with no scattering
losses, α = 1. The cavity decay rates due to the mirror transmission and scattering
losses can then be evaluated with

κm = 2κα
1 + α

, (3.4)

κl = κ(1− α)
1 + α

, (3.5)

from measured values of κ and α.
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Determining the mode matching efficiency The mode matching efficiency η
quantifies how well the mode of the input beam matches the cavity mode – a perfect
mode matching results in η = 1. It can be evaluated by substituting Equation 3.4
and Equation 3.5 to Equation 3.1 on cavity resonance, given by

η = (1 + α)2

(2α)2 T (ω0) . (3.6)

3.4.3 Critical distance

The critical distance of the near-concentric cavity can be measured by the
frequency spacing of the cavity transverse modes. In a near-concentric symmetrical
cavity, the frequency spacing between two consecutive transverse modes, LG00 and
LG01, is evaluated using Equation A.3 (see Appendix A) and given by

∆vtr = vq,0,0 − vq−1,0,1 = vF
π

cos−1
(

1− d

R

)
, (3.7)

where ∆vtr → 0 as d→ 0. The frequency spacing ∆vtr is measured via a frequency
reference as described previously, and Equation 3.7 is inverted to determine the
critical distance d.

The mode matching to the LG01 is very small in a well-aligned near-concentric
cavity with an input beam mode that nearly matches the cavity fundamental mode.
Hence, it may be necessary to slightly misalign the input beam to couple some light
into the LG01 mode. This slight misalignment on the input beam does not change
the cavity length or the critical distance.

Figure 3.8 shows a measurement of the transverse mode spacing over critical
distances that are separated by half-wavelengths, by fixing the laser frequency. The
data points are fitted with Equation 3.7, with the critical distance of the first data
point (the last stable resonance) as the only fitting parameter. The data points
follow the theoretical line closely, indicating that the method of using the transverse
mode spacing to determine the critical distance is valid in this region. From the
fitting, the critical distance of the last stable resonance is d = 207(13) nm, the
implication of which will be explored further in Section 7.1.
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Figure 3.8: Cavity transverse mode spacing ∆vtr at different fitted critical distances
d. All data points are spaced λ/2 apart, initially at some arbitrary distance. After
fitting, we determine the critical distance of the first data point at d = 207(13) nm.
The error bars indicate the standard deviation of each measurement.
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Chapter 4

Observation of Atom-Cavity Inter-
action

This chapter outlines the procedure to trap a single 87Rb atom from a cold atomic
cloud, in an intra-cavity trap of a near-concentric cavity. With the single atom
trapped, we probe the atom-cavity spectra to estimate the atom-cavity coupling
strength and cooperativity. This work has been published in [79].

4.1 Trapping Single Atoms
To trap single atoms inside our cavity, we first prepare a cold 87Rb atomic cloud

with a magneto-optical trap (MOT). The atomic cloud provides a reservoir of cold
atoms to be loaded into the single atom traps, formed by an intra-cavity far-off
resonant trap (FORT). The atomic fluorescence signal exhibits discrete jumps once
an atom is loaded on a trapping site, which allows us to determine the presence of a
single atom inside a cavity mode, and measure the trap lifetime.

4.1.1 Magneto-optical trap

The MOT uses a red-detuned radiation pressure force and a quadrupole magnetic
field to cool and confine the atoms [244]. The counter-propagating circularly polarised
beams in three different directions cool the atoms preferentially towards the centre
of the MOT, by exploiting a spatially-varying atomic Zeeman shift due to the
quadrupole magnetic field. The MOT has a trap depth on the order of Kelvins, and
a size on the order of millimetres. This allows a large number of atoms, up to 1010

atoms in some setups [245], to be cooled and confined in a small region, serving as a
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Figure 4.1: Schematic of the magneto-optical trap setup to form a 87Rb atomic
cloud at the centre of the cavity. Three counter-propagating circularly polarised
beams, one along the x-axis and two on the yz-plane, pass through the openings of
the mirror shields (left). A pair of anti-Helmholtz coils (right) provides quadrupole
magnetic field at the cavity centre.

reservoir of cold atoms with ∼mK temperatures.

The MOT setup Figure 4.1 shows the setup of the MOT. The cold atomic cloud
can be formed directly inside the cavity, due to a large physical spacing between
the cavity mirrors – the cavity length is 11 mm, and the mirror shields provide an
aperture size of around 2 mm for the MOT beams. This removes the requirement
to deliver atoms from the MOT to the cavity trapping sites, which is common in
small cavity systems [246, 247].

The MOT beams consist of light from a cooling laser and a repump laser. The
cooling laser is red-detuned from the D2 line F = 2 to F ′ = 3 closed transition by
around 10 MHz. The repump laser tuned to the D1 line F = 1 to F ′ = 2 transition
brings some atoms off-resonantly transferred to the ground F = 1 state, back to the
F = 2 state and continue on the closed transition cycles. To cool the atomic motion
in all directions, one MOT beam is placed in the horizontal direction perpendicular
to the cavity axis, and two MOT beams are placed vertically with tilt angles of
approximately ±10◦. The three beams overlap at the centre of the cavity, guided by
the mirror shields. In each beam, the cooling and repump laser powers are set to be
around 100 µW and 30 µW, respectively, with beam diameter of around 1 mm.

The cooling beams are either left (σ−) or right (σ+) circularly polarised, de-
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pending on the gradient of the quadrupole magnetic field. We use a quarter-wave
plate to convert a linearly polarised cooling beam to circularly polarised. On the
back-reflection path, the handedness is reversed with a quarter-wave plate and mirror
combination. The polarisation of the repump beams is not critical.

The quadrupole magnetic field is generated by a pair of coils in anti-Helmholtz
configuration (see Section 3.2), which produce magnetic field gradient of around
20 G/cm along the coil axis, and -10 G/cm in perpendicular directions at the centre
of the coil setup with zero magnetic field. As the atomic cloud forms around this
zero point, we use a 3-axis manual translation stage to move the position of the coil
centre to coincide with the centre of the overlapping MOT beams. In addition, we
use three Helmholtz coil pairs to compensate for external magnetic fields.

Observing the cold 87Rb cloud The formation of an atomic cloud with a MOT
can be observed using a camera, as the cold atoms scatter the light from the MOT
beams in all directions. To verify that it is indeed an atomic cloud, and not some
imaging artefacts, we block the repump beam which would disperse the cloud. In
our system, a clear visual of the cloud, with a diameter of around 0.2 mm, can
be seen with a rubidium dispenser current exceeding 3.2 A. However, operating
the dispenser at such a high current reduces the cavity finesse significantly (see
Section 3.2). The cloud is barely observable as a faint flickering spot at a dispenser
current of 2.8 A and below, due to a much lower number of atoms.

The alignment of the MOT beams and coils are critical to observe the atomic
cloud. First, the number of atoms in a MOT approximately scales with the fourth
power of the size of the overlapping MOT beams [248], which is around 1 mm or less.
Second, the location of the zero magnetic field has to be located within the overlap
region. While the MOT beams and magnetic field overlaps are not yet optimised,
the formation of the cloud might only be observable at a higher dispenser current.
Thus, any attempts to align the MOT setup and search for the cloud formation so
far have resulted in a varying degree of mirror finesse decrease.

To counteract this issue, we can choose to protect the cavity finesse from being
contaminated by skipping this step entirely, as the visual verification of the atomic
cloud is not necessary to proceed on trapping a single atom with an intra-cavity
FORT. Instead, if single atoms are successfully loaded into the trap, observed via
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the atomic fluorescence signal on the cavity output, we can infer that a cold atomic
cloud must have been formed, though not visually seen. Thus, we align and optimise
the MOT setup by looking at the trapped atom signals, while ensuring that every
elements of the MOT and FORT setups are working as intended. This allows us to
keep the dispenser current at the operating current of around 2.5 A.

4.1.2 Far-off resonant trap

The FORT exploits a far-detuned dipole interaction between atom and light,
which shifts the atomic ground state energy depending on the light intensity [242]
– a phenomenon known as ac Stark shift. For a two level system, the energy level
shift is given by

∆E(r) = 3πc2

2ω3
0

Γ
∆I(r) , (4.1)

with ω0 the atomic resonance, Γ = 2γ the atomic population decay rate, ∆ = ω−ω0

the laser detuning from the atomic resonance, and I(r) the location-dependent
intensity of the laser beam. For a red-detuned laser beam, the sign of ∆ is negative,
which shifts the ground state lower with higher laser intensity. This results in
conservative potential well to trap atoms at the centre of the beam [249]. A semi-
classial way to view this process is that the atom has a small frequency-varying index
of refraction (dispersion), which refracts the FORT laser and inflicts a restoring
force on the atom towards the beam centre. The scattering rate from this process is
given by

Rsc(r) = 3πc2

2~ω3
0

Γ2

∆2 I(r) (4.2)

which scales as Γ2/∆2. Compared with the dispersive energy level shift which scales
as Γ/∆, the FORT laser detuning is chosen to be much larger than the atomic
linewidth, typically on the order of 10 THz, to minimise the scattering rate.

The FORT is formed in a fundamental cavity mode by a laser which is far-off
resonant with the atomic transitions [65]. The FORT laser is also used concurrently to
stabilise the cavity length (see Section 3.3.1). The atoms are trapped at the antinodes
of the intra-cavity standing wave, where the laser intensity has local maxima. The
trapping sites are pretty small – in the axial direction, each neighbouring sites
are separated by λ/2 distance, while in the radial direction, the trapping region is
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Figure 4.2: Schematic of the far-off resonant trap (FORT) setup. A collimated
FORT laser beam, from a fibre coupler (FC) output, is coupled to the fundamental
mode of the near-concentric-cavity. To assist the alignment process, we use a flip
mirror (FM) to observe the cavity modes with a camera (C). The cavity output is
then fibre-coupled to a photodetector (PD) for cavity stabilisation via the translation
stages (TS). We use an alignment beam along the same path of the FORT beam,
combined using a dichoric mirror (DM), to couple to the cavity mode resonant with
the atoms. To observe the atomic fluorescence signal from the MOT cooling beams,
we block the alignment laser path, and measure the photodetection rate with a
single-photon detector (SPD).

limited by the cavity mode waist. Thus, each trapping site can be occupied by a
single atom or none due to the light-assisted collisional blockade effect [250].

Atoms are loaded probabilistically to the FORT sites with ∼mK trap depth,
directly from the neighbouring reservoir of cold atoms produced by the MOT [251].
As there are many trapping sites, more than one atom can be trapped, but at different
sites. However, as each loading event happens randomly and can be observed with a
clear step-function signal due to a low loading rate, we can identify whether the trap
holds a single atom or more. The atom-cavity coupling strength varies with different
trapping locations, as the antinodes of the FORT and the atom-resonant cavity
standing waves do not coincide. Nevertheless, sites with higher or near-maximum
atom-cavity coupling strength can be chosen based on the strength of the signal.

The FORT setup Figure 4.2 shows the setup of the FORT. The linearly-polarized
810 nm FORT laser is combined with a 780 nm alignment laser resonant to the
main atomic transition using a dichoric mirror. Both lasers are aligned to the same
fundamental mode of the cavity – the cavity axes coincide, but with different node
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Figure 4.3: A typical trace of the atomic fluorescence signal, sorted into 10 ms time
bins. The threshold for a fluorescence trigger is set at around 8 counts/ms.

spacings and mode waists due to different laser frequencies. The cavity length
is stabilised by the FORT laser via a transfer cavity (see Section 3.3.1), and is
simultaneously resonant with both lasers. From the cavity input and output power
of the FORT laser (Pin = 2.6 mW, Pout = 100 µW) and the cavity finesse at 810 nm
(F = 100), the trap depth and scattering rate are estimated to be about 27 MHz
and 11 s−1, respectively.

On the cavity output, both the FORT and alignment lasers are split by another
dichoric mirror, and coupled separately to two single-mode fibres as spatial mode
filters. The FORT laser component is used to generate an error signal for cavity
stabilisation, and also to monitor the cavity transmission for transverse alignment
stabilisation (see Section 3.3.2). The alignment laser component is used to observe
the on-resonant cavity output mode, and connected to a single-photon detector after
the alignment laser is blocked.

Atomic fluorescence signal Atoms trapped in the FORT sites scatter photons
from the red-detuned MOT beams into the on-resonant cavity output. This atomic
fluorescence signal is observed by a single-photon detector, and exhibits discrete
jumps which signal a single atom loading event, as shown in Figure 4.3. The
loading rate depends on the MOT parameters, which affect the density, location, and
temperature of the cold atom reservoir. Typically, it can range from 0.1 to 10 loading
events per second. Experimental sequences, generated by a pattern generator, are
started when the atomic fluorescence signal exceeds a certain threshold of detection
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Figure 4.4: Triggered fluorescence of single atom (left) and indeterminate (right)
traces, with 1 ms time binning. For the single atom traces, the fluorescence signal
strengths vary and display discrete drops as the single atoms disappear. In addition,
the indeterminate traces consist of atoms with very short lifetimes (green), atoms
with lifetime longer than the observation period (orange), and atoms trapped in
multiple locations indicated by two or more drops (blue). Error bars are estimates
from Poissonian statistics.

events – we call this the “fluorescence trigger”. After each fluorescence trigger, the
quadrupole magnetic field is switched off to disperse the atomic cloud and prevent
further atomic loading.

4.1.3 Single atom trace and trap lifetime

Figure 4.4 shows some typical traces of the trapped atom fluorescence, after the
fluorescence trigger. The strength of the single atom fluorescence signals varies, which
we attribute to the variation of the atom trapping sites and the maximum atom-
cavity coupling sites, as described previously. The fluorescence trigger threshold can
be set higher to select loading of sites with higher coupling strengths, though with a
lower experimental duty cycle. In addition, we also observe atoms with very short
and long lifetimes, and events with more than one atom loaded at different sites.
The fluorescence signal allows us to post-select cases with a clear single atom trace,
and will be discussed further in Section 4.2.2.

Figure 4.5 shows the “dark lifetime” (lifetime without laser cooling) of the trapped
atoms. After the fluorescence trigger, the MOT cooling beams are switched off for
a duration of τ , and the atom does not emit fluorescence signal. Then, the MOT
cooling beams are switched back on to check whether the atom is still trapped. The
survival probability fits an exponential curve with a decay time of around 230(30) ms.
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Figure 4.5: Trapped atom lifetime with MOT cooling beams switched off. The
survival probabilities of atoms in the FORT fit an exponential curve with a time
constant of 230(30) ms and a y-intercept of 0.73(5). Error bars are estimates from
Binomial statistics.

This dark lifetime is mainly limited by the intensity noise of the FORT [252] due to
the cavity noise, while the upper bound is determined the background pressure of
the vacuum system [242].

4.2 Probing Atom-Cavity Response
With a single atom trapped inside the near-concentric cavity mode, we probe

the response of the atom-cavity system through the transmission and reflection
spectra of the cavity. This allows us to determine the atom-cavity coupling strength
and cooperativity. The cavity transmission spectrum, probed by a weak coherent
beam [18], is given by

Tac(ω) =
∣∣∣∣∣ κm(i∆a + γ)
(i∆c + κ)(i∆a + γ) + g2

∣∣∣∣∣
2

, (4.3)

with the laser detuning of ∆c(a) = ω − ωc(a) with respect to the cavity (atom)
resonance. This expression assumes that both mirrors have the same transmission
κm1 = κm2 = κm/2, and the total cavity decay rate κ = κm + κl also includes mirror
losses κl, as described previously in Section 3.4.2. On the other hand, the reflection
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spectrum is given by

Rac(ω) =
∣∣∣∣∣1− κm(i∆a + γ)

(i∆c + κ)(i∆a + γ) + g2

∣∣∣∣∣
2

. (4.4)

In experiments with imperfect mode matching, the equations above have to be
modified to capture the spatial mode-matching efficiency η, T exp

ac (ω) = ηTac(ω)
and R exp

ac (ω) = (1− η) + ηRac(ω). These equations reproduce the “empty” cavity
transmission and reflection spectra ( Equation 3.1 and Equation 3.1) in absence of
an atom-cavity coupling, by setting g = 0.

4.2.1 Experimental setup

Figure 4.6 shows the experimental setup to probe the atom-cavity response.
A weak coherent 780 nm probe is generated by attenuating a frequency-tunable
laser beam with neutral density filters (NExA-B, Thorlabs), so that the intra-cavity
photon number is much less than one. This is to ensure that the atom-cavity system
is not saturated during the weak probing experiment. The frequency tunability of
the probe is achieved by varying the EOM modulation frequency with its sideband
locked to an atomic transition (see Section 3.1.3). In addition, there is light from an
alignment laser on the same fibre-coupled path of the probe beam, which can be
utilised as needed, but is blocked during the experimental sequences. The purpose
of the alignment laser is to ensure that the weak probe beam couples well to the
cavity mode and to the single-mode fibres afterwards.

The linearly-polarised probe beam is combined with a linearly-polarised FORT
beam with a dichoric mirror before entering the cavity. The FORT cavity mode
is used to both trap single atoms (see Section 4.1.2), and to stabilise the cavity
length and transverse misalignment (see Section 3.3). The cavity transmission and
reflection of the probe beam are coupled to single-mode fibres and detected with
single-photon detectors SPD1 and SPD2.

Experimental sequence The experimental sequence is shown in Figure 4.7. After
each successful atom-loading event, indicated by a fluorescence trigger, we switch
off the quadrupole magnetic field to prevent further atom loading events. Then, the
MOT cooling beams and the probe beam are pulsed alternately, each with a time
window of 1 ms. The sequence repeats for a total duration of 200 ms. The purpose
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Figure 4.6: Schematic of the setup to probe the atom-cavity response. A weak probe
beam, attenuated with a neutral density filter (NDF), and the FORT beam, are
coupled to the same fundamental mode of the near-concentric cavity with a dichoric
mirror (DM). The cavity transmission and reflection of the weak probe beam are
measured with the single photon detectors (SPD1 and SPD2).

MOT cooling

cavity probe

quadrupole field
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trigger reset

Figure 4.7: Experimental sequence of the cavity probe experiment. The measurement
window consists of 200-ms long alternating periods of atomic fluorescence and cavity
probe measurements, and 50-ms long “empty” cavity probe. The MOT repump and
FORT laser beams are continuously switched on.

of this repeating pattern is to probe the atom-cavity system while ensuring that a
single atom is still trapped – with this pattern, we can determine whether a loading
event consists of exactly one atom, and when the atom escapes from the trap.

Figure 4.8 shows a sample trace of the atomic fluorescence and cavity probe
transmission, obtained by counting the number of photons detected by D1 in
each respective 1 ms time bin. The trace clearly indicates a discrete jump in the
fluorescence and transmission level at around 100 ms, as the single atom escapes from
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Figure 4.8: A sample trace of the alternating fluorescence and transmission signal.
The MOT cooling beams and cavity probe are switched on and off alternately every
1 ms for a total of 200 ms, which provide the atomic fluorescence (red) and cavity
probe transmission (blue) signals, as measured by the single photon detector. At
around 100 ms, the atom escapes, indicated by the sudden drop in the fluorescence
rate, while the probe transmission changes at the same moment.

the trap. To ensure that the atom-cavity coupling is observed with a single atom, we
impose a post-selection criteria based on the fluorescence trace (see Section 4.2.2). On
the same sequence, the cavity probe reflection is also recorded using the time-binned
photon numbers on detector D2.

After the measurement of the alternating fluorescence and cavity probe traces,
the probe beam is switched on for another 50 ms to measure the transmission
and reflection of an “empty” cavity as a reference. The experimental sequence is
completed at this point, and the pattern reverts back and waits for the next loading
event to trigger.

Setting a critical distance In this experiment, we set the cavity critical distance
to be around 5 half-wavelengths away from the critical point. This is mainly limited
by the cavity linewidth of around 100 MHz, as it becomes hard to distinguish
higher-order transverse modes from the fundamental mode. At this distance, the
transverse mode spacing is measured to be ∆vtr = 109(2) MHz, which corresponds
to a critical distance of d = 1.7(1) µm.
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4.2.2 Single atom post-selection criteria

A successful loading event does not guarantee that only a single atom is trapped,
as shown in Figure 4.4 (left). However, as the atoms load into the traps probabilisti-
cally and at random times, we can classify loading events by analysing the statistics
of the fluorescence time trace. We post-select only on events classified as single
atom, to obtain the cavity spectra and determine the atom-cavity coupling.

To determine the type of an atomic loading event, we fit the fluorescence trace
F (t) to a single-atom escape model described by a Gauss error function,

F (t) = A− C erf
(
t− tesc
τ

)
, (4.5)

with an initial high fluorescence level of h = A+ C, a background fluorescence level
of b = A − C, and the atom escape time and duration of tesc and τ , respectively.
While in reality the atom escapes almost instantaneously, the variable τ captures
the artefact of such instantaneous escape within a time bin, where the fluorescence
level of the escape bin has a value between h and b. We limit the parameter τ to be
less than 2 ms, which is the spacing between respective fluorescence time bins.

The objective of the fitting is to minimise the value of the reduced chi-square,
defined as

χ2
ν = 1

ν

∑
i

(F (ti)−Di)2

F (ti)
, (4.6)

where ν = 100− 4 = 96 is the degree of freedom for 100 data points and 4 fitted
parameters, Di are the data points from the fluorescence trace, and we assume that
the fluorescence levels have a Poissonian distribution, with variances of σ2

i = F (ti).
We use an upper-tail critical value of χ2

ν = 1.25 (α = 0.025) to post-select
the single-atom cases apart from the multi-atom or inconclusive cases. With this
definition, around 97.5% of traces described by the single-atom escape model have
χ2
ν ≤ 1.25, whereas χ2

ν > 1.25 typically indicates non single-atom traces. The type I
error, where single-atom traces are classified as non single-atom traces, is around 5%.
However, the type II error, where non single-atom traces are classified as single atom
traces, is hard to quantify, but we expect it to be relatively low with the following
consideration. Multiple atom traces with χ2

ν ≤ 1.25 are most likely contributed by a
collection from one strongly coupled atom with one or a few weakly coupled atoms,
with escape timings that are spaced close apart. In a cavity system with a strongly
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coupled atom, other atoms weakly coupled to the cavity would only have limited
impact on the operation of the atom-cavity system.

Based on the reduced chi-square of χ2
ν , and the fitted parameters of tesc, h, and

b, we classify each atomic loading event into 5 different types, as follows.

• Non single-atom traces (∼ 29% of the traces). The criteria is χ2
ν > 1.25, which

indicates that the traces are most likely not single atom traces. These traces
are typically due to multiple atoms, or a single atom hopping between different
sites or having erratic dynamics with the fluorescence and probe beams.

• Single atom traces (∼ 44% of the traces). The criteria is χ2
ν ≤ 1.25 with an

escape time of t1 < tesc < t2, and fluorescence levels of h > hth and b < bth. A
monitoring window of atom escape between t1 = 10 ms and t2 = 190 ms is
selected to allow for enough statistics (at least 5 time bins) to estimate the
value of h and b. Furthermore, the high or atom-loaded fluorescence level h
has to be higher than a set threshold of hth = 8 ms−1 and the background or
“empty” fluorescence level has to be lower than a set threshold of bth = 3 ms−1.
This is to ensure that the single atom has a discrete and verifiable jump.

• Short atom traces (∼ 23% of the traces). The criteria is χ2
ν ≤ 1.25 with either

an escape time of tesc < t1 or a high fluorescence levels of h < hth. These
traces indicate that the atom escapes very fast, with less than t1 = 10 ms of
trap lifetime. The proportion of short atoms agrees with the no-waiting-time
triggering success probability of 73(5)% as indicated in Figure 4.5.

• Long atom traces (∼ 3% of the traces). The criteria is χ2
ν ≤ 1.25 with either an

escape time of tesc > t2 or a background fluorescence levels of b > bth. These
traces indicate that the atom stays in the trap for a very long time, with more
than t2 = 190 ms of trap lifetime. These may well be single atoms, but one
can not rule out the possibility of them being multiple atom traces.

• Inconclusive traces (. 1% of the traces). The criteria is χ2
ν ≤ 1.25, but are

not classified as either single, short, or long atom traces.

The requirement to perform a post-selection procedure on single atom traces is
necessary, as we are characterising the atom-cavity coupling based of a trapped single
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atom with a relatively short lifetime, typically less than 200 ms with the probe beam
on. Furthermore, the on-resonance transmission “extinction” is pretty small (around
25%) due to a low atom-cavity cooperativity (see the next section), which precludes
atom-triggering based on the probe transmission. In an atom-cavity system with a
longer trap lifetime and high atom-cavity cooperativity, such post-selection might no
longer be necessary, or can be built into the triggering mechanism, due to a higher
time-accumulative signal-to-noise ratio for each atom loading event.

4.2.3 Transmission and reflection spectra

The measured cavity transmission and reflection spectra, without and with
a trapped single atom, is shown in Figure 4.9. Each probe detuning frequency
has around 250 single atom events. The empty cavity spectra fit to Lorentzian
profiles, while the cavity spectra with a trapped single atom fit to Equation 4.3 and
Equation 4.4 in good agreement as well.

From the fitting of the “empty” cavity transmission and reflection spectrum, we
determine cavity linewidths of 2κ = 2π × 99(1) MHz and 2κ = 2π × 95(3) MHz,
respectively. The cavity transmission and reflection at resonance, normalised to
the input power, is measured to be T (ωc) = 4.6(2)% and R(ωc) = 58.3(5)%. In
determining T (ωc), we take into account various optical losses and the coupling
efficiency of 29(2)% from the cavity output to the single-mode fiber. From these
fitted values, with a conservative estimate of the cavity linewidth of 99(1) MHz,
we determine the cavity finesse of F = 138(2) and the cavity decay rates of
κm = 2π × 9.8(5) MHz and κl = 2π × 40(2) MHz, using Equation 3.4 and 3.5.
The cavity decay rate due to mirror transmission κm agrees with the design value of
2π × 10.9 MHz. However, the cavity decay rate due to mirror scattering losses κl is
much higher, and contributes to a drop in finesse from F = 627 to F = 138(2). We
attribute the source of the mirror scattering losses to the deposition and adsorption of
rubidium atoms and other volatile materials on the mirror surfaces (see Section 3.2).

From the fitting of the cavity transmission spectrum with a trapped single atom,
we determine the atom-cavity coupling strength of g = 2π × 5.0(2) MHz with a
small frequency offset of ωca = ωc − ωa = 2π × 3.4(3) MHz between the atom and
cavity resonance. Similar values are also obtained by fitting the cavity reflection
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Figure 4.9: Cavity reflection (top) and transmission (bottom) spectra with a trapped
single atom (blue trace). The spectra reveal an onset of the normal-mode splitting,
and indicate that the single atom is coupled to the near-concentric cavity. The
cavity spectra without a trapped single atom, i.e. “empty” cavity, is provided as a
reference (black trace).

spectra, with the atom-cavity coupling strength of g = 2π × 4.6(4) MHz and the
frequency offset of ωca = 2π × 4.4(7) MHz.

Atom-cavity coupling and cooperativity The atom-cavity coupling strength
g = 2π × 5.0(2) MHz measured from the transmission spectrum is lower than the
theoretical coupling strength of gideal = 2π×12 MHz, calculated using Equation A.13
and A.19, at a critical distance of d = 1.7 µm. This is of course expected, as the atom
is prepared in a random spin polarisation, and probed with a linearly polarised light.
The expected maximum coupling strength is thus gmax = gideal/

√
2 = 2π× 8.5 MHz,

after averaging over the Clebsch-Gordan coefficients. Furthermore, the atoms are
loaded at different trapping sites not coinciding with the standing-wave cavity modes,
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which may explain how the measured value is around 40% lower than expected in a
randomly polarised system.

The atom-cavity coupling strength g exceeds the atomic dipole decay rate of
γ = 2π×3.03 MHz by a factor of g/γ = 1.7(1). Though, with a relatively large cavity
linewidth of 2κ = 2π × 99(1) MHz, the corresponding atom-cavity cooperativity
is calculated to be C = g2/2κγ = 0.084(4). We expect this value to increase in
newer designs with lower cavity linewidths – at least by a factor of 3 in cavity
design version 2b (see Section 2.2.2) with a linewidth of 2κ = 2π × 28.2(6) MHz.
In addition, lower-linewidth cavities also allow for smaller critical distances, as the
higher order transverse modes are still well-resolved even at the last stable resonance.
The atom-cavity coupling strength can increase by about 50% as a result. Another
factor of 2 increase in the cooperativity can be achieved by targeting the 87Rb atom
cycling transition of |F = 2,mF = ±2〉 and |F ′ = 3,m′F = ±3〉 in the D2 line with
a circularly polarised probe. By implementing these enhancements, the atom-cavity
cooperativity can reach C > 1 with our current system, though it will be limited to
around C . 5 (see Section 2.1.2).

4.2.4 Summary and Outlook

We demonstrate that near-concentric cavities provide atom-cavity coupling
strength of g = 2π × 5.0(2) MHz which exceeds the atomic decay rate of γ =
2π × 3.0 MHz, at the critical distance of 1.7(1) µm. This coupling strength is
comparable to some of the state-of-the-art small cavities [18], due to the tight
focusing geometry. However, the measured cooperativity C = 0.084(4) is lower than
the design value due to a reduced mirror finesse of F = 138(2), corresponding to a
cavity decay rate of κ = 2π×49(1) MHz (cavity design version 1a). The performance
is expected to improve in the newer versions.

In future experiments (see Section 8.2.2), using a cavity with a higher finesse
of F = 5000 and a corresponding linewidth of 2κ = 2π × 2.7 MHz would put the
system straight in a strong coupling regime, even at the current critical distance
and operating conditions, with g/γ ≈ 1.7 and g/κ ≈ 3.7.
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Chapter 5

Coupling to Near-Concentric Trans-
verse Modes

Transverse modes of paraxial beams are a set of unique field patterns perpen-
dicular to the propagation of electromagnetic waves. They have a wide range of
applications, such as increasing the information-carrying capacity in free-space [253]
and fibre [254, 255] communications, creating smaller focal volumes to achieve
superresolution imaging [256], utilizing orbital angular momentum (OAM) for quan-
tum key distribution [257], and producing highly-entangled states [258]. In optical
cavities, transverse modes have been used to track atomic position via the observed
mode pattern [259–261], and to help enhancing the cooling process in atomic ensem-
bles [130, 132, 262]. Optical cavities with near-degenerate transverse modes have also
been used to engineer inter-mode coupling [263, 264], and to study crystallization
domains in Bose-Einstein condensates (BEC) [140, 141, 265, 266]. Furthermore,
transverse modes can be chosen as a degree of freedom for field quantization, along
with wavelength and polarization, and can be utilized to explore atom-photon
interaction as building blocks of a quantum network.

The near-degeneracy of transverse modes in an optical cavity arises in the region
where the Gouy phase shifts of the cavity modes are fractions of π, notably in
the confocal and concentric region [208, 267]. Cavity modes in the near-confocal
region have relatively large mode volume, which is suitable to explore multi-mode
interaction in large atomic ensemble such as BEC [266, 267]. On the other hand,
cavity modes in the near-concentric region have small mode volumes with a beam
waist on the order of the atomic cross section, and thus show potential for strong
interaction between light and single atoms [72, 78, 90] (and see Chapter 4). The
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spatial resolution of the transverse modes can also be utilized to trap and couple
selectively to small ensemble of single atoms. In centimetre-sized near-concentric
cavities, the frequency spacing of the transverse modes ranges between ∼ 0.01 to
1 GHz – the lower limit is set by the last stable resonance from the critical point,
which is less than half a wavelength away (see Chapter 7). Unlike planar cavities,
the frequency spacing is on the order of the hyperfine or the Zeeman level splitting of
the atoms. This allows to explore single-quanta atomic nonlinearities with multiple
optical modes coupled to different hyperfine or magnetic energy levels simultaneously,
which has been previously demonstrated with two atomic transitions with ∼ 10 THz
spacing using planar cavities [268].

The transverse modes of a cavity can be excited by modifying the wavefront
of the incoming Gaussian beam in a TE00 mode to match the transverse spatial
profile of the modes. In this chapter, we use a liquid-crystal spatial light modulator
(SLM) to perform mode conversion by modulating the spatial phase profile. This
enables coupling of a SLM-converted beam to a specific mode or a superposition of
transverse modes in a near-concentric cavity. Previously, such phase SLM have been
utilized to excite the transverse modes of multimode fibres [269], while excitation
of cavity transverse modes in a near-confocal regime has been implemented with a
digital micromirror device (DMD) – a type of binary-mask amplitude SLM [267].
Compared with amplitude SLMs, phase SLMs can ideally perform mode conversion
and coupling with higher overall efficiency as it does not require parts of the beam
to be attenuated or diverted away. While the near-concentric cavities exhibit some
technical complexities specific to the highly diverging modes in approaching the
critical point, an efficient mode conversion enables interfacing of atomic qubits with
multiple near-degenerate photonic modes. This work has been published in [81].

5.1 Mode Preparation with a Spatial Light Mod-
ulator

The transverse modes of the near-concentric cavity are well described by the
paraxial approximation up to the last stable resonance, and consist of Laguerre-
Gaussian (LG) beams that forms standing-wave cavity modes in a cylindrically
symmetric system (see Appendix A for a detailed description of the modes). In
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this section, we describe a method to prepare the LG modes using an SLM, and to
quantify the mode-matching to the transverse modes of the near-concentric cavity.

The LG cavity modes are distinguished by their radial and azimuthal mode
indices, p and l, and denoted by LGp,l. The resonance frequencies of the LG modes
depend on the mode indices p and l, as described by Equation A.3. In the near-
concentric cavity, the detuning of a neighbouring LGp,l mode with respect to the
fundamental Gaussian LG0,0 mode is given by

∆vp,l = −(2p+ l)∆vtr , (5.1)

where ∆vtr is the transverse mode spacing defined in Equation 3.7, with a negative
sign to indicate that the higher-order neighbouring transverse modes have lower
resonance frequencies than the fundamental mode.

Out of the LG modes, radial transverse modes (LG modes with l = 0) are
particularly interesting to us, as they have identical effective mode volumes Vm at
a particular critical distance d (see Appendix A for a more detailed calculation).
This allows coupling between an atom and cavity modes with equal strengths across
all radial transverse modes – even though higher order radial modes appear to be
“larger”, their intensity cross-section areas remain the same. On the other hand, LG
modes with l 6= 0 have zero electric field amplitude at their mode centre, and require
the atom to be either slightly displaced from, or distributed around, the cavity axis.

5.1.1 Beam Shaping with a Spatial Light Modulator

To prepare LG beams and couple to the transverse modes of the near-concentric
cavity, we use a liquid-crystal phase SLM to perform mode conversion from a
collimated single mode fibre ouput (approximating a Gaussian beam). Such a
transformation can be performed with a spatial filter which modulates both the
amplitude and the phase of the incoming mode, and described by a generalized
filter function T (x) = M(x) exp(iΦ(x)). However, a liquid-crystal phase SLM
only modulates the phase of the incoming beam and hence only provides the
transformation T (x) = exp(iΦ(x)).

There are several methods to perform both amplitude and phase modulation
using only a phase SLM. In one method, the SLM can be operated in a phase-grating
configuration – this produces both the carrier and first-order diffraction beams, where
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phase and amplitude can be varied using the modulation angle and the modulation
depth, respectively [270, 271]. This method typically requires a high-resolution
SLM to encode the phase and amplitude information sufficiently precise with the
phase grating. However, recent works explored encoding techniques with different
sets of amplitude modulation bases which allow the usage of a low-resolution phase
SLM [272–275]. Another method relies on using two SLMs with a polarizer to
modulate the amplitude and phase of the incoming beam independently [276–278].

Here, we use a much simpler technique that does not require parts of the beam
to be diverted away or attenuated, because LG modes with relatively high purity
can be created by spatially modulating the incoming Gaussian beam with only the
phase component of the desired LG modes [279–281]. The cavity then acts as a filter
to attenuate the remaining off-resonant LG mode components, while transmitting
the desired LG mode. The SLM phase function for this transformation is given by

Φ(ρ, φ) = arg [Up,l(ρ, φ, 0)] = arg
[
Llp

(
2ρ2

w2

)]
− lφ , (5.2)

with the mode function Up,l(ρ, φ, 0) given by Equation A.1.
The mode overlap is defined as

∫
(dσ)U∗1 (ρ, φ)U2(ρ, φ), evaluated over the cross

section at position z = 0, where U1(ρ, φ) = A0 exp (−ρ2/w2
0) exp [iΦ(ρ, φ)] is the

SLM-modulated output of the incoming Gaussian mode, and U2(ρ, φ) is the targeted
LG mode, while the normalization coefficients A0 and Ap,l are chosen such that the
modes are normalized, i.e.

∫
(dσ)U∗i (ρ, φ)Ui(ρ, φ) = 1. Thus, the modulus square

of the mode overlap is equivalent to the mode matching efficiency η as defined in
Equation 3.6. The ratio between the targeted LG mode waist and the incoming
Gaussian mode waist w/w0 can also be varied to maximize the mode overlap. For
relatively small mode indices p and l, the mode matching efficiencies of the same
LG modes are relatively high, with low mode matching efficiencies to different LG
modes (see Table 5.1). Due to the simplicity of the phase function, this technique
can also be implemented using physical phase plates [282, 283].

5.1.2 Experimental Setup

Figure 5.1 shows the experimental setup to couple to the LG modes of the
near-concentric cavity. Mode conversion from a fibre output to a relevant LG mode
is performed with a spatial light modulator, and coupled to the near-concentric
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Mode matching efficiencies
SLM output w/w0 LG00 LG10 LG20 LG30 LG40 LG50

LG10 0.57 0.1% 81.2% 0.0% 2.4% 1.3% 0.7%
LG20 0.45 1.3% 0.1% 76.9% 0.1% 1.6% 4.5%
LG30 0.39 0.4% 1.2% 0.5% 74.6% 0.3% 0.9%
LG40 0.35 0.2% 0.4% 1.2% 0.8% 73.2% 0.5%

Table 5.1: Calculated values of the mode matching efficiencies η between the SLM
output and the radial transverse modes (LG modes with l = 0), up to LG50.
Mode-matching to modes higher than LG50 are smaller (not shown in table), and
the cumulative efficiencies sum up to unity asymptotically. The model does not
incorporate pixellation and aperture effects caused by a real SLM.

Figure 5.1: Experimental setup for coupling to higher-order transverse modes. A
spatial light modulator (SLM) transforms light emerging from a single mode optical
fibre to couple to the LG modes of the near concentric cavity (CC). A telescope
(TL) facilitates mode matching between the SLM output and the cavity – the cavity
requires collimated input modes with beam sizes depending on the transverse mode
profiles and critical distances. Cavity transmission is monitored using either a
photodetector (PD) or mode camera (C), selected by a flip mirror (FM).

cavity. The performance of a mode conversion and coupling to the cavity transverse
mode is characterised by the mode-matching efficiency η.

Converting the fibre output mode with a SLM We use a liquid-crystal phase
SLM (Meadowlark HV 512 DVI) with an active area of 12.8 mm × 12.8 mm and
resolution of 512x512 pixels. As this SLM only modulates light with a particular
linear polarization, a sequence of a polarizing beam-splitter (PBS) and a half-wave
plate (HWP) prepares the correct polarization to match the SLM polarization axis.
We minimize the pixelation artifact by using a significant portion of the SLM area.
To achieve this, we prepare a slightly divergent beam by tuning the focal length of
the single-mode fibre-coupler. The beam has a diameter (1/e2 width) ranging from
3 to 7 mm at the SLM.
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The phase modulation applied on the SLM consists of three components: the
LG mode-generating phase pattern as described in Equation 5.2, the correction
phase pattern provided by the manufacturer, and a quadratic phase pattern which
effectively acts as a Fresnel lens with variable focal length. The combination of the
Fresnel lens and the telescope with variable focal lengths creates a collimated LG
beam with tunable size, which matches the cavity input mode – the appropriate
values for the Fresnel lens and telescope parameters are obtained with ray-tracing
simulations. In addition, the SLM-generated Fresnel lens also helps in supressing
the unmodulated light on the SLM output (more commonly done with a blazed
grating pattern [281]).

The overall diffraction efficiency of the SLM due to the aforementioned phase
modulation is measured to be around 60%, similar for different LG mode-generating
phase patterns, which can potentially improve with better SLM designs. Thus,
the overall fibre-to-cavity coupling efficiency is only limited by the SLM diffraction
efficiency, losses due to on-path optical elements, and the measured mode matching
efficiencies η. This is much better than using the DMD-based devices which have
much higher loss due to the amplitude mask [284, 285]. We did not employ any
feedback methods or optimisation algorithms to maximise the coupling efficiency,
and the mode patterns are calculated prior to the experiment.

Obtaining the cavity spectra After the near-concentric cavity is well aligned,
the transmission and reflection spectra are obtained by measuring the light intensity
with a photodetector while varying the cavity length linearly over time. The detuning
from the cavity resonance is expressed in corresponding units of light frequency –
the frequency detuning is calibrated using the spacing of the frequency sideband
generated with an electro-optical modulator (see Section 3.4.2).

Measuring the mode matching efficiencies The mode matching efficiency η,
as defined in Equation 3.6, quantifies how well the input mode couples to the cavity
mode. It only depends on the resonant power transmission at resonance T (ω0) and
the effective transmission coefficient α in Equation 3.3. We use cavity version 2a in
this experiment (see Section 2.2.2). We characterise the value of α by coupling a
Gaussian beam (from a collimated single mode fibre output mode) into the cavity
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without the SLM. From the fitting of the transmission and reflection spectra, we
obtain T (ω0) = 19.5(1)%, R(ω0) = 33.6(2)%, and κ = 2π × 24.8(8) MHz, which
corresponds to a cavity finesse of F = 275(9). From these parameters, we estimate
α = 0.294(2), which results in a mode matching efficiency of η = 94(1)% for Gaussian
beam, and cavity decay rates of κm = 2π× 11.3(4) MHz and κl = 2π× 13.5(4) MHz.

To estimate the mode matching efficiencies for SLM-generated LG modes, we
obtain the cavity transmission spectrum T (ω) and multiply it with (1 + α)2/(2α)2

(the prefactor in Equation 3.6) to obtain the mode transmission spectrum η(ω).
We fit this spectrum with a Lorentzian profile, and estimate the mode matching
efficiency η = η(ω0) from the fit amplitude. The parameters from the ray-tracing
simulation helps to start the coupling procedure, and we fine-tune these values
further to maximize the mode matching efficiency.

5.2 Mode Matching to Cavity Transverse Modes
In this section, we present the measurement of the mode matching efficiencies

η of a SLM-transformed input mode into various LG modes of the near-concentric
cavity. The cavity is located at a critical distance of d = 4.8(2)µm with stability
parameter g = −0.99912(4), corresponding to a measured transverse mode spacing
of ∆vtr = vF (1−∆ζ/π) = 182(5) MHz between adjacent LG modes.

5.2.1 Mode-matching to single LG modes

We use the SLM to generate a single LG mode and couple it to the corresponding
LG mode of a near concentric cavity. The cavity spectra and the camera-captured
output modes are depicted in Figure 5.2 for LG modes with no angular momentum
(l = 0), and in Figure 5.3 for LG modes with angular momentum (l 6= 0). The
measured mode matching efficiencies are close to the simulated values (see Table 5.2),
although they decrease with higher mode indices. We attribute this to limited SLM
pixel resolution, axial mismatch between the cavity and the anaclastic lens axis due
to tip-tilt misalignment, and a mirror surface deviation from a perfect spherical
profile. These factors also contribute to some irregularities on the mode transmission
spectra and the output modes observed with the camera.
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Figure 5.2: Mode-matching spectra for LG modes with l = 0. (Left) measured
cavity transmission for radial transverse modes. The detuning is defined with respect
to the LG00 resonance; higher order the modes are spaced 2∆vtr apart. (Right) the
corresponding cavity output mode observed with the mode camera.
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Figure 5.3: Mode-matching spectra for LG modes with l 6= 0. (Left) measured
cavity transmission for LG modes with low angular momentum (l = 1 and l = 2).
(Right) the corresponding cavity output mode.

5.2.2 Mode-matching to a superposition of LG modes

Superpositions of cavity modes provide an interesting avenue to explore multi-
photon interaction with atomic medium [42]. Such multi-photon nonlinear interaction
with a single atom has been implemented using two longitudinal cavity modes [268].
The transverse modes of a cavity form a separate degree of freedom and can be
utilised for such interaction as well.
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Mode Sim. Exp.
LG00 100% 96(1)%
LG10 81.2% 68(1)%
LG20 76.9% 57(1)%
LG30 74.7% 38(1)%

Mode Sim. Exp.
LG01 93.1% 81(1)%
LG02 84.4% 67(1)%
LG11 81.8% 63(1)%
LG12 79.8% 53(1)%

Table 5.2: Comparison of mode matching efficiencies between simulation and experi-
ment for single LG modes.
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Figure 5.4: Mode-matching to a superposition of LG modes. (Left) Coupling to
equal parts of LG00 and LG10 while varying their phase difference. (Right) Coupling
to a superposition of LG00, LG10 and LG20.

We demonstrate the coupling of the SLM-generated beam to an arbitrary super-
position of LG modes. We use the method described in Section 5.1.1 by considering
the resultant mode as a superposition of individual LG modes,

Ures =
∑

Ap,l exp (iξp,l)LGpl , (5.3)

where Ap,l is the amplitude of each constituting LG mode and ξp,l is the relative
phase of the LG mode.

Figure 5.4 (left) shows the mode matching efficiency in coupling the SLM-
generated beam to the cavity superposition mode U{00,10} =

(
LG00 + eiξLG10

)
/
√

2
with a varying relative phase angle ξ. To obtain a balanced distribution of LG00

and LG10, we introduce a mode amplitude A10 to the SLM spatial phase pattern,

Φ = arg
[
U{00,10}

]
= arg

LG00 + A10e
iξLG10√

1 + A2
10

 , (5.4)

and vary the amplitude A10 and w/w0, maximising the mode matching efficiency
subject to the balanced distribution constraint. The mode matching efficiency η
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is obtained by adding the mode transmission amplitudes of both the LG00 and
LG10 modes, while ensuring that they are balanced within ∼ 1%. The measured
values follow a similar trend with the simulated values, with some offset (∼ 10%)
attributable to the SLM pixel size and the mirror irregularities as described previously.
The highest mode matching efficiency (η = 87(1)%) occurs around ξ = π/2, in which
case the LG00 mode is encoded with no phase shift with respect to the SLM output
(in the “in-phase” component), while the LG10 mode is encoded with a π/2 phase
shift with respect to the SLM output (in the “quadrature” component).

Figure 5.4 (right) shows the transmission spectra of a superposition of three
modes. Modes LG00, LG10, and LG20 are superposed with a relative phase difference
of 2π/3 to distribute the phases evenly on the complex plane. The corresponding
SLM spatial pattern is given by

Φ = arg
[
U{00,10,20}

]
= arg

LG00 + A10e
i2π/3LG10 + A20e

i4π/3LG20√
1 + A2

10 + A2
20

 , (5.5)

where A10, A20 and w/w0 are parameters to be varied to obtain the desired mode
distribution and the efficiency. Two cases are illustrated in Figure 5.4 (right): (1)
equally distributed modes, i.e. U{00,10,20} =

(
LG00 + ei2π/3LG10 + ei4π/3LG20

)
/
√

3,
and (2) LG10 content double the content of the other modes, i.e. U{00,10,20} =(
LG00 +

√
2ei2π/3LG10 + ei4π/3LG20

)
/2. The theoretical efficiencies under opti-

mized parameters are 95.6% and 97.2% for case (1) and (2), while the measured
efficiencies are 71(1)% and 70(1)%, respectively. We attribute this discrepancy to
the imperfections of the SLM and cavity as discussed previously in Section 5.2.1,
and in particular when coupling to the superposition component with higher mode
indices.

5.2.3 Summary and Outlook

We present a mode-matching procedure to excite several transverse modes of a
near-concentric cavity with a relatively high conversion efficiency. We use an SLM
to engineer the spatial phase of an input Gaussian beam to selectively match a
specific LG mode, and observe experimental mode matching efficiencies close to
theoretical predictions for several low-order LG modes, despite the imperfections in
the cavity alignment and mirror surface, and the limited resolution of the SLM. We
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also demonstrate that a superposition of cavity modes can be generated with a high
fidelity.

The near-concentric regime of an optical cavity supports transverse modes which
are spaced close to one another, on the same order of the magnetic level or hyperfine
splitting of the atoms. Exciting the transverse modes in such a regime is a step
towards exploring interaction between atoms and strongly focused near-degenerate
spatial modes. The nonlinearity arising from multiple photons interacting with
single atoms can therefore provide a building block for quantum gates with multiple
photonic channels.
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Chapter 6

Noise Reduction Techniques

The operation of an optical resonator requires a good amount of noise isolation
to achieve length stability. In a Fabry-Perot resonator with finesse F , the mirror
spacing needs to be stabilised to a small fraction of λ/2F . Large optical resonators
such as LIGO, with separate mounting of mirrors, use a combination of stabilisation
techniques on stacked pendulum systems [286, 287]. On the other hand, small
cavities used in quantum optics experiments are typically operated in a low vibration
environment; they are also usually constructed with rigid structures [288–290],
mounted in a symmetric configuration [291, 292] with high bandwidth piezos [293,
294], or controlled with additional gain filters [295, 296].

Some cavity systems [80, 297] may require a relatively large movement (more than
10 µm) between the two mirrors in three directions. In these systems, mechanical
noise sources can couple easily to the cavity system, due to (a) the number of
components necessary to actuate three directional movements, which precludes
a rigid structure, and (b) the necessity for piezos with large movement range,
which can lower the resonance frequency of the system [231]. Large movement
ranges with a piezo can be achieved by either using a slip-stick mechanism [298,
299] or a flexure-based mechanical amplification [300, 301]. Stacked translation
stages based on slip-stick mechanism have been used to align a microcavity in
three directions, with a relatively low mechanical noise [297]. However, it might
not be as compact or cost-effective as flexure-based stages which can implement
up to three directional movements with a single stage. These flexural stages are
sometimes used in scanning probe microscopy (SPM) experiments [231]. However,
they have a relatively low resonance frequency (typically less than 1 kHz), and hence
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couple easily to acoustic noise. This limits their scanning speed and movement
resolution [300, 302], which can be improved with well-designed control systems [295,
303–305], improved vibration isolation system [306, 307], counter balancing [308,
309], mechanical rearrangement [310], symmetrical flexure arrangement [311], or
adding a clay damper [312].

We propose two methods to reduce the mechanical noise of the flexural stages
in optical resonator systems by (1) implementing active noise cancellation with a
digital filter, and (2) placing friction dampers made from thin pieces of aluminium.
We quantify the performance of the noise reduction strategies with the noise effect
factor, as defined in Equation 2.5,

ξnoise = δωc
2κ = δL

λ/2F , (6.1)

which quantifies the mechanical noise in the cavity length δL, and affects how much
the cavity resonance δωc varies with respect to the cavity linewidth 2κ. We propose
a target performance figure of ξnoise . 0.2, which can be reached with one or a
combination of the methods, depending on the finesse F . We have also explored a
few other noise reduction methods, which work to some extent (see Appendix D).

Basic ideas of the noise reduction techniques In the first method, active noise
cancellation, we use a digital filter board to modify the phase of the control feedback,
which could decrease significantly the mechanical noise in some specific regions.
In our setup, most of the noise comes from the first mechanical resonance, and
is eliminated with this approach. However, the amount of overall noise reduction
is limited by the mechanical resonances at higher frequencies, which may have
uncontrollable phase delay.

In the second method, friction damping, we install thin metal strips across the two
mirrors, which are supported by gravity and friction forces. In the small movement
range, on the order of the mechanical noise, the metal strips restrict the movement
between the mirrors, and result in lower cavity noise. In the larger movement range,
the metal strips would slip and allow for three-dimensional alignment between the
mirrors.
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6.1 Active Noise Cancellation
In this section, we describe a noise reduction mechanism which employs a digital

filter. This method allows us to reduce the mechanical noise in cavity version 2a
from δL ∼1 nm (ξnoise ∼ 0.7) to δL ∼0.4 nm (ξnoise ∼ 0.3). There have been
similar efforts to use digital filters to compensate for acoustic resonances in optical
interferometer systems, by using a finite impulse response (FIR) filter [295] and an
infinite impulse response (IIR) filter [296]. The implementation of the digital filters
allows them to “cancel” the acoustic resonance and obtain a relatively flat actuator
response, which results in a higher control bandwidth.

Our near-concentric cavity setup has different operating conditions and design
constraints. First, the mechanical noise of our cavity is much higher, on the order of
the cavity linewidth, and requires a substantial noise reduction. Second, our cavity
is always kept at a constant length and does not require fast control. This is in
contrast with the SPM experiments, where the moving stages follow some predefined
movement functions, which require a relatively high control bandwidth. Third,
our cavity setup displays a lot of mechanical resonances tightly cramped across a
relatively large range, with phase delays beyond 2π. The resonance frequencies may
also vary slightly over time, which complicated the modelling process.

Instead, we implement a digital filter strategy which specifically reduces the
noise amplitudes on some of the noisier peaks. As the cavity does not require fast
control, the strategy does not attempt to obtain a flat actuator response, so that it
can focus exclusively on “cancelling” the noise peaks. The active noise cancellation
strategy and its limitations are discussed in the next few sections. To implement
the strategy, we use IIR digital filters which run on home-built field-programmable
gate array (FPGA) boards.

6.1.1 Experimental setup and noise measurement

We implement the active noise cancellation on the cavity setup version 2a. There
are two actuators in the setup, the flexural translation stage (ANSxyz100, Attocube)
for large movement, and the ring piezo (PZT-4, Boston Piezo-Optics) for fast and
small movement. We focus on describing the noise cancellation strategy on the z-axis
of the translation stage, on the direction along the cavity axis. The ring piezo is
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used thereafter to enhance the noise cancellation in a similar way (see Section 6.1.4).

Measuring noise spectral density The mechanical noise of the cavity setup is
characterised by first obtaining the cavity error signal with the frequency modulation
technique (see Section 3.3.1). We use a control loop with a low integral gain to lock
a stabilised laser to the cavity resonance via the error signal. This weak lock keeps
the cavity resonant with the laser in the long term, but does not feedback on the
cavity on short timescales. As a result, any frequency detuning δωc between the
cavity and the laser that arises due to the mechanical noise remains uncorrected,
allowing us to measure the mechanical noise δL by monitoring the error signal.

Typically, a stable cavity is operated in the linear region of the error signal, where
it is one-to-one (injective), hence one value of frequency detuning δωc corresponds
to only one value of the error signal. Consequently, we can simply invert the error
signal to find the frequency detuning. In our case, the noise of the cavity is relatively
high, and causes the error signal to sometimes go beyond the linear region. Thus, to
determine the frequency detuning more accurately, we corroborate the error signal
with the cavity transmission signal to estimate the frequency detuning, as each value
of the transmission signal gives a unique value of frequency detuning up to a sign
ambiguity. This process of error signal “linearisation” results in a time trace of
δL(t), and the mechanical noise spectral density can be obtained by performing a
discrete Fourier transform on the time trace. The total mechanical noise can be
obtained by integrating the noise power spectral density across the whole frequency
range. Alternatively, it is also equivalent to the standard deviation of the time trace.

Figure 6.1 shows a typical mechanical noise spectral density for our cavity setup
(version 2a). The total integrated root mean square (RMS) noise is 1.4(2) nm,
with most of the noise power (∼59%) contributed by Peak A (290–330 Hz). The
second and third places are taken by Peak B (600–630 Hz) and C (255–385 Hz),
which contribute noise power with a much smaller amount of ∼4.3% and ∼3.8%,
respectively. We suspect that Peak B is a harmonic of Peak A, based on their
frequencies and peak shapes. It may well be an artefact of the error signal generation
and processing, with Peak A being very strong and the error signal exceeding the
linear region.

Noise spikes with electrical origins can be identified by their much smaller
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Figure 6.1: A typical mechanical noise spectral density in cavity version 2a (averaged
over 5 traces). Most of the noise is contributed by the A, B, and C noise peaks.
Noise spikes of electrical origin are indicated by the red arrows.

linewidths, which are Fourier-transform limited in Figure 6.1 (red arrows). With a
much longer measurement window, these spikes are identified by having linewidths
smaller than 1 Hz. Their frequencies are 50 Hz, 80 Hz and their odd harmonics.
The first five noise spikes, as indicated by the red arrows, contribute to only around
2.3% of the total noise.

Measuring the gain-phase response The frequency responses in our system
are characterised by measuring the gain and phase of an output signal with respect
to an input signal, as a function of frequency. In particular, measurement of the gain-
phase response of the cavity translation stage, reveals the corresponding acoustical
resonances and informs the noise cancellation strategy. The input signal is connected
to the actuator voltage input, while the output signal is typically obtained from a
linear error signal of the cavity.

However, the stimulus input typically induces vibration beyond the linear regime
of the error signal in our cavity setup. Thus, we use a Michelson interferometer
setup, with one arm on the actuator-mounted cavity mirror, and the other arm on
another mirror fixed to the optical table. The output signal is then obtained via the
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Figure 6.2: The gain-phase response of the cavity translation stage, via a Michelson
interferometer setup. The shaded regions correspond to the noise peaks of Figure 6.1.
The gain is normalised to one at zero frequency (DC). Dashed vertical lines in the
phase plot indicate phases beyond the plot region, with subsequent phases plotted
in the modulus 2π region.

slope of the interferometric fringes, which relates the cavity mirror movement with
the fringe intensity. The gain-phase response of the translation stage is measured
with the low frequency gain-phase test ports of a network analyser (E5061B, Agilent).
The intermediate frequency bandwidth (IFBW) for each stimulus frequency is set to
be 10 Hz, which significantly reduces noise contribution from other frequencies.

Figure 6.2 shows the gain-phase response of the cavity translation stage. Besides
the main resonance peak at 310 Hz, the gain-phase profile displays numerous and
densely spaced mechanical resonances, with phase delays beyond 2π. This indicates
that the flexural translation stage, along with the mirror mounting structures, is
mechanically pretty complex. We postulate that Peak A, the highest noise peak in
Figure 6.1, is contributed by the main resonance at 310 Hz. Meanwhile, Peak C
might be contributed by an acoustical resonance of another part of the structure,
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- +

Figure 6.3: A block diagram for cavity translation stage actuation and control.

which does not correspond to the z-axis actuation of the translation stage.

6.1.2 Noise cancellation strategy

The noise cancellation strategy that we employ mainly focuses on Peak A (see
Figure 6.1), where most of the mechanical noise (∼59% of the noise power) resides.
A digital filter is used to shift the phase of the feedback signal to a region where the
noise can be reduced. Along with a large gain from the translation stage resonance,
the noise is effectively “cancelled” by the feedback loop. The strategy can be tweaked
to also cancel other noise peaks and regions, and later incorporated with a parallel
noise cancellation using a separate ring piezo actuator (see Section 6.1.4).

Figure 6.3 shows a simple block diagram of the actuation and control of the
cavity translation stage. The response of the translation stage can be modelled with
a transfer function P , that acts on an voltage input i and mechanical noise n. The
output signal o represents the cavity resonant length, which is measured with M to
obtain an error signal e. The digital filter F shapes this error signal to e′, in such
a way that allows noise cancellation. The proportional-integral (PI) control filter
C acts on the signal s− e′ with set-point s = 0, and provides a feedback signal f ,
which is added with a voltage input offset i0 to stabilise the cavity length.

For the case of Peak A and other similar peaks, the mechanical noise source is
coupled strongly to the translation stage response. With no apparent acoustical
vibration source at 310 Hz, the spectral density of the noise n would be relatively
flat, which is later amplified by the translation stage resonance on the output o.
Thus, with no control (C = 0), we model the translation stage response with a
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simple relation,
o = i0P + nP . (6.2)

On the other hand, for the case of Peak C and other similar peaks, the mechanical
noise source is amplified by some other acoustical resonances, and does not correlate
with the translation stage response. In the block model, we assume these noise
contributions m to come after the translation stage, as addition to the output signal.
The output signal fluctuation due only to mechanical noise can thus be written as

on = nP +m . (6.3)

The effect of a control loop With the control loop switched on, the output
signal fluctuation is modified to be

o′n = on
1 + PMFC

(6.4)

where on is the initial mechanical noise without any control loop, and o′n is the
resulting noise after switching on the control. Noise reduction for a particular
frequency requires |1 + PMFC| > 1 as a condition. Meanwhile, if PMFC = −1,
the noise explodes and the system becomes inherently unstable.

Figure 6.4 shows the area in the complex plane of PMFC where the noise gets
reduced and amplified. An effective noise reduction strategy rely on shaping the
phase of PMFC to be between −π/2 and π/2, as the noise is suppressed by any
magnitude of |PMFC|. In some systems, it is not possible to shape the PMFC

phase inside the [−π/2, π/2] range for all frequencies, particularly in systems with
phase delays exceeding 2π. Hence, there are always some frequency regions where
the noise is amplified, and care must be taken to ensure that either |PMFC| � 1,
or on is very small, in those regions.

Noise reduction using PI control The main components in the noise reduction
strategy are the PI control C and the IIR digital filter F . We assume that the
measurement M of the cavity length is performed with a constant gain and without
any delay. In this part, we consider the case where the IIR digital filter does not
modify the error signal, by setting F = 1.
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Figure 6.4: The area in PMFC complex plane suitable for noise reduction. The
grey-shaded area indicates the region where the noise is amplified, with the unstable
point located at PMFC = −1. The noise is reduced in the unshaded area.

The PI control can be described with a transfer function [313]

C(s) = KP + KI

s
, (6.5)

where s = σ + iω is a Laplace frequency parameter, and KP > 0 and KI > 0 are
the proportional and integral control gain. As we are mostly concerned with the
steady-state behaviour of the noise, we remove the transient frequency component,
setting σ = 0, and the Laplace frequency parameter is effectively s = iω, with
ω = 2πf as the steady-state frequency.

The PI control has the following characteristics. At low frequencies, the integral
term (−iKI/ω) dominates, with the phase approaching −π/2. This behaviour is
very useful for long-term stability. At high frequencies, the proportional term (KP )
dominates, with the phase approaching zero. Thus, the PI control has a phase in
the [−π/2, 0] range (see Figure 6.5).

From Figure 6.2, the first resonance of the translation stage P , corresponding to
noise Peak A, has a phase of −π/2. Thus, with the PI control, the phase of PMFC

at resonance is lower than −π/2, and the mechanical noise would be amplified near
the resonance frequency. To counteract this, the PMFC phase near the resonance
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Figure 6.5: A typical gain-phase response of a PI (red) and PID (blue) control, with
KP = 1, KI = 1 s−1, KD = 1 s, and ωc = 100 s−1.

has to increase beyond −π/2, and implies that the phase of the combined FC filter
has to be larger than zero – implementing the phase-lead operation.

A common approach is to add a derivative component to the PI control, resulting
in a PID control with a transfer function

C(s) = KP + KI

s
+ sKD

(1 + s/ωc)n
, (6.6)

noting that the action of derivative control is limited up to a cut-off frequency ωc
with n low-pass filters, to prevent high-frequency sensor noise amplification [313].
A typical gain-phase response of a PID control is shown in Figure 6.5. In some
high frequency regions, the phase of the PID control is in the [0, π/2] range, and
the mechanical noise contributions near the resonance frequency can be reduced.
However, such PID control acts on a relatively broad frequency range, and works
only for one or a few resonances with phase delays not exceeding π. We choose
not to add a derivative component in our PI control, and instead delegating the
phase-lead operation to the IIR digital filter.
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IIR digital filter as a toolbox for noise reduction An IIR digital filter
allows us to construct a gain-phase response that follows a simple transfer function
F (s) = N(s)/D(s), with polynomial numerator N(s) and denominator D(s). The
roots of the N(s) and D(s) polynomial are known as zeros and poles, respectively.
To implement the filter digitally, the transfer function F (s) is mapped from the
continuous-time domain to the discrete-time domain with a Bilinear transform [314].
The input signal is read by an analog-to-digital (ADC) converter, processed digitally
within an FPGA, and the digital output is converted back to an analog signal.

In contrast with the FIR filter, which allows the gain-phase response to be shaped
arbitrarily, the IIR filter has to follow a time-causality principle, and operates in
a similar way as analog filters. Nevertheless, an IIR filter requires much fewer
coefficients and operations than a FIR filter, resulting in a lower latency [296].

Our IIR filter consist of 6 cascaded digital biquad filters, each can be used to
implement up to a second order polynomial in N(s) and D(s), or up to two zeros
and two poles. Implementing a higher-order polynomial is possible with factorisation.
The latency of our IIR filter is around 10 µs, as we did not use a fast ADC or a
FPGA with dedicated multipliers. This sets an operating bandwidth of around
50 kHz for latency-induced phase delay not exceeding π, which is more than sufficient
for noise cancellation at . 1 kHz region.

The IIR filter can provide a phase-lead and a phase-lag in a small frequency
region. The transfer function of such filter, in first-order polynomial, can be written
as

F
(1)
lc (s) = s− z

s− p
, (6.7)

with z and p as the zero and the pole, which are typically negative real numbers.
This filter is commonly known as the first-order lead or lag compensator [315]. To
obtain a lead (lag) compensator, the pole has to be more (less) negative than the
zero. The derivative component of a PID control described previously is a type of a
lead compensator, with z = 0 and p = −ωc (for n = 1).

The performance of such lead (lag) compensator is quite limited in terms of the
amount of phase lead (lag), up to a maximum value of π/2 (−π/2). The amount
of phase shift also trades off with the frequency-range selectivity (see Figure 6.6).
This is because the zero and pole are constrained on the real axis. Thus, we usually
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Figure 6.6: A typical gain-phase response of a lead compensator (1st order – red;
2nd order – blue) and notch filter (green). For the first-order lead compensator, z =
−0.5 s−1 and p = −2 s−1. For the second-order lead compensator, z = (i−0.2)0.8 s−1

and p = (i− 0.2)1.2 s−1. For the notch filter, ωn = 1 s−1 and Q = 2.

implement a second-order lead or lag compensator, with a transfer function given by

F
(2)
lc (s) = (s− z)(s− z̄)

(s− p)(s− p̄) , (6.8)

where (z, z̄) and (p, p̄) are complex conjugate pairs of the zeros and poles, respec-
tively. The requirement of a complex conjugate pair is necessary for a real-valued
implementation of the filter. For filter stability, the poles have to be located on
the left of the imaginary axis. The second-order lead (lag) compensator provides a
phase lead (lag) up to a maximum of π (−π). Greater frequency-range selectivity
can be achieved by increasing the slope of the phase response, by decreasing the
real part in the zero and pole complex numbers. A typical gain-phase response of a
second-order lead compensator is given in Figure 6.6.

The IIR filter can also be used to implement a notch filter, which is very useful
for rejecting signal in a specific frequency range. The transfer function is given by

Fno(s) = s2 + ω2
n

s2 + s∆ωn + ω2
n

, (6.9)
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where ωn is the notch frequency, and ∆ωn = ωn/Q is the width of the rejection
band, with Q as the quality factor of the notch filter. A typical gain-phase response
of the notch filter is given in Figure 6.6.

Active noise cancellation procedure The PI control and the IIR filter work
together to reduce noise in specific target regions, by achieving |1 + PMFC| > 1 in
those regions, and limiting noise amplification in other regions. We typically set the
integral gain KI of the PI control pretty low, that it affects minimally the gain-phase
response in the noisy region – the KI is used mainly for long-term stability, by
reducing the noise in the sub-Hz frequency range. The main tuning component of
the PI control is the proportional gain KP . With an appropriately configured IIR
filter, the KP is slowly increased to obtain high values of |1 + PMFC| in the target
regions, resulting in noise reduction in those regions.

We describe the step-by-step procedure for active noise cancellation as follows:

1. Identify a target region to implement the noise reduction strategy. Usually we
choose the region with the highest noise content, i.e. Peak A in Figure 6.1.

2. Estimate the phase of the actuator in the target region. From Figure 6.2, the
actuator phase is around −π/2 at resonance and [−π, 0] around the resonance.

3. Identify the amount of phase lead (lag) to implement, and construct an
appropriate lead (lag) compensator in the IIR digital filter. For Peak A, it is
suitable to set a phase lead of around π/2.

4. Increase the proportional gain KP of the PI control, until the noise in the
target region is reduced. It is very common to observe noise in other regions
being amplified during this process – stop before it is amplified too much.

5. Decide whether the amount of noise reduction is satisfactory. If yes, conclude
the current cycle and go back to step 1 for other noise regions. If not, estimate
the phase of the actuator in the noise amplification region.

6. Find out whether a lead or lag compensator can be implemented in the noise
amplification region to change the overall PMFC phase and prevent noise
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amplification. If not, implement a notch filter to achieve |PMFC| � 1 in the
noise amplification region.

7. If neither of the above work satisfactorily, one can try increasing the gain
of the filter in the target region, or move the noise amplification region to a
quieter place with small on.

8. If none of the above works, repeat the whole procedure with a slightly different
pathways or parameter choices. There is some likelihood that one reaches the
limit of the noise-cancelling capability at this point.

6.1.3 A toy model simulation

To gain more insights into the noise cancellation mechanism and its performance
limitation, we present a simulation with two simplified translation stage responses:
(1) a damped harmonic oscillator with a single resonance, and (2) a coupled harmonic
oscillator with a double resonance. The gain-phase response of the toy models is
shown in Figure 6.7. For the single-resonance model, we set the resonance at
f0 ≈ 310 Hz with a quality factor Q, similar to the main resonance in Figure 6.2.
For the double-resonance model, we “add” another resonance of a similar quality
factor, at around 3 times the first resonance. The double resonance model mimics
to some extent the “forest of peaks” above the main resonance in Figure 6.2. The
total phase delay of the double-resonance model is 2π for high frequencies.

Noise model To keep the simulation simple, we assume that the noise n has
a constant spectral density (white), and couples strongly to the translation stage
response, producing a noise spectral density of on(ω) = nP (ω) with no control. The
total noise can be obtained via integration over the whole frequency range. In partic-
ular, we take the square of the noise spectral density, with a [Length][Frequency]−1/2

dimension, and integrate it across ±2 frequency decades from the main resonances,
to obtain a measure of the noise power, up to a conversion factor. The total noise is
thus obtained as the square-root of this noise power.

We simulate reduction on the total noise in these models, by implementing the
PI control and suitable IIR filters (see Figure 6.8). For the PI control, we set a
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Figure 6.7: The gain-phase responses of the toy models: (1, red) single-resonance
damped harmonic oscillator, and (2, blue) double-resonance coupled harmonic
oscillator. The Q-factor of the resonance is set to 80, similar to our translation stage.
At high frequencies, the gains decay with f−2 and f−4, respectively.

small fixed value of KI = 2πf0 × 0.01 for noise reduction in the sub-Hz frequency
range. Then, we vary KP to observe overall noise reduction, and particularly near
the resonances.

We first examine the scenarios with no digital filter (F = 1), which are plotted
with grey traces in Figure 6.8. At low values of KP , even a small set value of KI

increases the total noise in the system, due to a high gain of the translation stage
near resonance. Interestingly, for the single-resonance model, the noise reduces at
high values of KP . This simulated reduction is likely just a mathematical construct,
as the PMFC phase of −π is only reached asymptotically at infinite frequency. By
increasing KP , the noise amplification region moves to higher frequencies, while
following a diminished gain of f−2, and resulting in a lower integrated noise. The
behaviour of the double-resonance model is more typically observed in our experi-
ments – the total noise stays roughly the same as KP is increased, until the system
hits an unstable point, where PMFC = −1 at a particular frequency.
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Figure 6.8: Noise reduction of the toy models by tuning KP , with KI = 2πf0 × 0.01
fixed, for single-resonance (left) and double-resonance (right) model. With digital
filters, the noise can be reduced. Filter 1 (blue) and filter 2 (orange) employ a first-
order and a second-order lead compensator, respectively. For the double-resonance
model, filter 3 (green) implements a notch filter with a second-order lead compensator,
and filter 4 (red) implements a second order lead and lag compensators.

Simulating lead compensators We implement the first-order and second-order
lead compensators of Figure 6.6 in the simulation, and observe noise reduction in
Figure 6.8 – filter 1 (blue traces) and filter 2 (orange traces) denote the first-order
and second-order lead compensator, respectively. For the single-resonance model,
the total noise is reduced with higher KP for both filters. The model indicates
that filter 2 is better-performing at lower KP values, likely due a higher phase lead
at resonance. Interestingly, filter 1 outperforms filter 2 at higher KP values. We
suspect that, due to a relatively high frequency-range selectivity of filter 2, the noise
reduction happens mostly inside a small frequency range. The noise spectral density
of the single-resonance model, before and after active noise cancellation with filter 1,
are shown in Figure 6.9 (red).

For the double-resonance model, the total noise is first reduced with higher KP

values, but increase significantly as it approaches the unstable point. Here, the
filter 2 outperforms the filter 1, simply due to the fact that filter 2 has a high
frequency-range selectivity, such that it only modifies the phase response of the first
resonance without affecting the second resonance too much. With the best value of
KP , the total noise reduces by around 66% from the original noise – or equivalently,
a reduction of 88% in the total noise power.
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Figure 6.9: Noise spectral density of the toy models after noise cancellation (top),
with the corresponding values of |1 + PMFC| (bottom), for the single-resonance
(red) and double-resonance (blue) models – the single-resonance model employs filter
1 with KP = 1, while the double-resonance model employs filter 4 with KP = 0.2.
The noise spectral density before noise cancellation is provided as dashed lines as
reference. The grey-shaded area of |1 + PMFC| < 1 indicates the region where the
noise is amplified.

Refining noise reduction strategies A better performance in noise reduction
for the double-resonance model can be achieved with some strategies that deal with
the second resonance. One approach would be to additionally implement a notch
filter of Figure 6.6 on the second resonance – here, the notch filter Q-factor is set to
Q = 20 for better frequency selectivity. This would reduce the PMFC gain near
the second resonance, and effectively allows KP to be increase further, before the
system becomes unstable. The performance of this filter is shown in Figure 6.8
(filter 3, green), and exhibits a further ∼ 16% decrease in total noise compared with
filter 2.

Another approach is to “cancel” the noise of the second resonance by additionally
implementing a lag compensator. In this case, the first resonance is phase-led
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by about π/2, while the second resonance is phase-lagged by about π/2 as well.
This strategy would reduce noise in both resonance peaks, but would inadvertently
amplify the noise at the region in-between, due to the 2π phase delay of the model
response. The performance of such filter is shown in Figure 6.8 (filter 4, red), and
the resulting noise spectral density is shown in Figure 6.9 (blue). This filter performs
the best out of the others, with a total noise reduction of around 75%.

The resulting noise spectral density may suggest a noise-reduction limitation in
systems with multiple resonances having ≥ 2π phase delays. The phase response
of PMFC in such systems would have to cross the −π phase at some frequencies,
which would make the system unstable with high enough KP . Thus, it becomes a
matter of compromise – how much noise reduction is achieved in the noisy regions,
and how much noise amplification can be tolerated in the −π phase-crossing regions.

6.1.4 Active noise cancellation in cavity version 2a

We applied the noise cancellation strategy on cavity version 2a, by actuating on
the translation stage and targeting to mainly reduce noise from Peak A. The total
noise reduced from 1.4(2) nm to 0.63(2) nm, or equivalent to ∼ 78% reduction in the
noise power. The resulting noise spectral density is shown in Figure 6.10 (orange).
Peak A and B diminished, while Peak C stayed the same. This was expected, as
Peak B is likely a harmonic of Peak A, and Peak C does not correspond to any
actuator resonances.

Besides the translation stage, the cavity length can also be actuated in a small
movement range by a ring piezo, with resonance peaks starting at around 1 kHz.
The gain response before the resonance peaks is pretty flat, which provides some
flexibility in the IIR filter design. We shaped the filter to provide a relatively high
gain near Peak A and C, to target further noise reduction in those areas. We
managed to implement active noise cancellation with both actuators, and observed a
further noise reduction to 0.38(2) nm, corresponding to ∼ 92% cumulative reduction
in the noise power. The resulting noise spectral density (see Figure 6.10, green)
shows a significant reduction in all of the identified noise peaks, with the noise spikes
of electrical origins becoming a more significant noise component.

After some investigations, we managed to identify and resolve some of the
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Figure 6.10: Noise spectral density of cavity version 2a after noise cancellation:
(orange) with only the translation stage actuation, and (green) with both the
translation stage and ring piezo actuation.

electrical and mechanical noise sources (see Appendix D). The initial noise without
any control became smaller, at 0.8(1) nm. With active noise cancellation, the noise is
reduced to 0.35(2) nm by using both actuators, corresponding to ∼ 82% cumulative
reduction in the noise power. We suspect that the system is close to the limit of the
noise reduction capability, as none of the remaining noise peaks dominates – the
highest noise peak only contributes to around 15% of the total noise power.

6.2 Friction Damping
In this section, we describe a noise reduction mechanism which employs thin

metal strips as friction dampers to restrict the relative motion between the mirrors,
particularly along the cavity axis. This method inspired the design of cavity setup
version 2b, with a relatively low passive noise (see Section 6.2.4). Such friction-based
damping elements have also been used to damp resonant stresses in gas-turbine
blades [316, 317] and to dissipate earthquake energy from building structures [318,
319]. Due to the relative ease of application and its compactness, this method
can potentially be applied to any position-sensitive systems requiring further noise

102



CHAPTER 6. NOISE REDUCTION TECHNIQUES

isolation, particularly in interferometric system with less rigid structures, in atomic-
scale microscopy, or in compact systems with no separate vibration isolation.

6.2.1 Experimental setup

We use the cavity mechanical design version 2a (see Figure 2.6), and replace the
cavity mirrors with less curved ones and higher reflectivities, such that the cavity
operates in the planar regime with finesse in the thousands. The higher finesse is
useful in increasing the sensitivity of the cavity to the mechanical noise according
to Equation 6.1 so that the noise present and any subsequent improvement of the
passive stability are more readily observed. We characterise the noise using the
method described in Section 6.1.1.

The noise of the planar cavity system mainly comes from the inherent mechanical
vibration of the translation stage (ANSxyz100, Attocube), which we have measured
to be ∼1 nm along the cavity axis, similar to Section 6.1. The noise spectrum
of this mechanical vibration exhibits several resonances in the 100-1000 Hz band
(black line in Figure 6.12). The noise from this band contributes significantly to
the fluctuation in cavity length. Once they are suppressed, the passive stability of
the cavity is greatly improved. We have also observed environmental noise coupling
into the cavity through the structure housing the set-up. The contribution from the
environmental noise is typically lower.

6.2.2 Friction dampers and noise reduction

Due to the unique mechanical design requirements of the near-concentric cavity,
we are unable to incorporate a spacer made out of ultralow expansion glass (ULE) or
fused sillica (FS) to provide stability against thermal and vibration drifts and achieve
a low noise effect factor ξnoise [320]. Instead, we aim to “stiffen” the mechanical
modes by introducing friction dampers to reduce the mechanical vibrations. These
friction dampers are thin light strips of aluminum which we cut from a larger sheet
and milled to the desired thickness and weight. They are then placed across the
moving stage and the fixed stage of the cavity structure.

With strategically chosen points of placement, we find that we can suppress the
noise by an order of magnitude to ∼ 0.1 nm [98]. We observe an improvement in the
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Figure 6.11: Placements of friction dampers on the cavity structure for mechanical
noise reduction (top view). The friction dampers are placed on the cavity structure
housed inside a cuvette – two at the top corners, and one at the bottom corner. The
dampeners weigh around 0.2 g, and have a thickness of approximately 0.5 mm to fit
within the 1 mm gap between the cavity structure and the cuvette.

suppression as the number of dampers increase, with a maximal improvement with
three friction dampers. The ideal locations of the dampers are shown in Figure 6.11.
We observe that populating the top of the structure with more than two dampers
did not yield any discernible improvements. It is important to note that the dampers
are effective only when they are in contact with both mirrors.

This approach is advantageous for several reasons. Firstly, the friction dampers
are very lightweight and compact. They weigh a mere 0.2 g and have a thickness
of around 0.5 mm. Hence, they do not restrict the movement range of the piezo
translation stages and are easily implemented in systems that face stringent space
or load constraints. Secondly, they are readily available at practically no cost since
they are made from a common material, and they do not require any technical
expertise to prepare. Lastly, it is a vacuum-compatible material, which is crucial for
applications where the system will be placed in a vacuum, such as ours.

We use this approach to construct the cavity mechanical design version 2b, where
the friction dampers are placed in their respective pockets, to prevent them from
accidental displacement and detachment from the structure. The performance of
friction dampers in cavity version 2b, along with a combined implementation of the
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active noise cancellation, is discussed in Section 6.2.4.

6.2.3 Understanding the noise isolation mechanism

To understand the noise isolation mechanism of the friction dampers, we need
to measure the cavity noise in a controlled fashion. We achieve this by placing the
cavity apparatus on a vibrating platform, which is driven along the cavity axis at
a known voltage and frequency using a piezo translation stage (Tritor 101 CAP,
Piezosystem Jena). The noise isolation performance is deduced from the gain ratio
V G(f) = x(f)/a(f) between the cavity and the platform vibration amplitudes, x(f)
and a(f) respectively, across different driving frequencies f . We obtain x(f) via the
gain-phase response measurement technique described in Section 6.1.1, but using
the error signal of another cavity with a lower finesse to observe a larger range of
the movement (up to ∼5 nm). On the other hand, the platform vibration a(f) is
determined from the movement of the fixed-stage cavity mirror with respect to the
optical table via a Michelson interferometer setup. We placed the friction dampers
with mass around 1 g either to a top corner site (one damper case) or to all three
sites (3 dampers case) and compare the gain ratios with the case without any friction
dampers. As the cavity and platform vibration amplitudes span around 5 orders
of magnitude, we drive the piezo translation stage with different amplitudes and
reconstruct the gain ratio correspondingly.

Figure 6.12 shows the vibration gain ratio V G of the cavity system with different
driving frequencies. Without any damper, there is a peak of V G ≈ 100 at 320 Hz,
which we attribute to the “tuning-fork” mechanical resonance of the cavity structure.
The dampers restrict this “tuning-fork” motion and reduce the gain ratio on this
resonance by a factor of ∼100. Furthermore, the dampers also provide further noise
isolation for frequencies lower than ∼400 Hz. The three-damper configuration also
provides additional noise isolation at ∼600 Hz, compared with the one-damper
configuration, as they restrict more modes due to the inclusion of the damper at
the bottom corner. For higher frequencies, the dampers no longer provide any noise
isolation, which may be due to the structure resonating at higher harmonics.

Stick to slip transition Having demonstrated the noise isolation obtained from
adding the friction dampers, we show that the damper friction force acts on the
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Figure 6.12: Frequency-dependent gain ratio V G between the cavity and the platform
vibration amplitudes for three different friction damper configurations: no damper
(top black line), one damper (middle red line), and three dampers (bottom blue line).
The shaded regions represent an estimate of the standard deviation over repeated
measurements.

cavity structure in the stick regime. We place a friction damper with masses ranging
from 0.03 g to 0.17 g on the top corner site, and monitor the vibration amplitudes
of both mirrors, representing the cavity moving-stage and platform vibrations,
via two Michelson interferometers. Figure 6.13 shows that, near the “tuning-fork”
mechanical resonance, the cavity moving-stage vibration amplitude increases with
higher platform vibration, until around 15 to 20 nm where it abruptly jumps to
significantly higher values. We identify this as the stick-to-slip transition of the
friction regime. As the noise isolation mechanism for our cavity works at much
lower vibration amplitudes (. 1 nm), the friction dampers stick on their contact
points and reduce motional modes along the dampers, similar to a caged system,
when operating at small deviations from the set point. Furthermore, the slipping
mechanism of the friction dampers allow large movements necessary for the alignment
of the mirrors.

Furthermore, Figure 6.13 also indicates that the friction damping increases with
larger damper mass, which we suspect to be due to a combination of following two
factors. First, friction dampers with higher mass have higher cross-section areas,
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Figure 6.13: Probing the stick to slip transition of the friction dampers. By driving
the cavity structure near its mechanical resonance (330 Hz) with increasing platform
vibration, we observe a jump in the vibration amplitudes of the moving stage (top)
and in their relative phases (bottom). The solid lines and the shaded regions represent
the medians and the ranges of values observed over seven repeated measurements,
with increasing damper masses (from left to right). The measurement of the vibration
amplitudes is limited to the linear region of the interferometric intensity, around
λ/4π ≈ 60 nm.

increasing its stiffness. In the stick regime, the movement between the two contact
points can be effectively reduced with higher damper stiffness. Second, the effective
areas of contact between the friction damper and the stages increase with larger
normal force from heavier damper mass [321].

Damping effect with different masses It is difficult to model the interplay
between these factors with a relatively complex structure that includes the flexural
translation stages and the moving stage with a mounted cavity mirror. Instead, we
examine experimentally the effect of using different damper masses, placing one on
the top corner site, on two relevant parameters – DC gain of the cavity translation
stage and total vibration noise (see Figure 6.14). To measure the DC gain of the
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Figure 6.14: Damping effect of different friction damper masses on the translation
stage DC gain (blue square) and the total vibration noise (red circle), with one
friction damper placed on the top corner site. The DC gain and total noise are
normalised to the case without any friction dampers.

translation stage, we drive the translation stage in the direction of the cavity axis
in the low frequency regime (∼10 Hz), well below any mechanical resonances, and
measure the corresponding vibration amplitude. We observe a reduction of the DC
gain after placing the friction dampers, which is expected as the damper restricts
some movement between the cavity stages in the stick friction regime.

Next, we quantify the total vibration noise using the technique described in
Section 6.1.1, by integrating the linearised noise spectral density across the whole
frequency range. We observe a significant reduction in the total noise, even just by
placing one 0.05 g friction damper on one corner site. This damping effect seems to
saturate at around 1 g of damper mass, with a noise reduction of around 70%, or
equivalently around 90% reduction of the noise power.

6.2.4 Combining friction damping and active noise cancel-
lation in cavity version 2b

In cavity version 2b (see Figure 2.6), we designed a few pockets on the mechanical
structure to place the friction dampers, at the three sites identified in Section 6.2.2.
The friction dampers were made out of stainless steel, and each weighs around 1 g.
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Figure 6.15: A typical mechanical noise spectral density in cavity version 2b (blue,
averaged over 5 traces), after installing the friction dampers. A typical noise spectral
density without any friction dampers, i.e. in cavity version 2a from Figure 6.1, is
provided as a reference (grey).

After putting the friction dampers, the mechanical noise reduced from ∼ 1 nm to
around 0.17(2) nm, inside a cuvette and under ultrahigh vacuum condition. The
noise spectral density is given in Figure 6.15.

We have also tried to implement active noise cancellation on the setup, and
observed a modest decrease in the mechanical noise. The total noise power reduced
by around 15% via the translation stage actuation, resulting in a mechanical noise
of around 0.16(2) nm and a noise effect factor of ξnoise ∼ 0.2 with a cavity finesse
of F = 484(9). This was likely due to the friction damper setup no longer having
a particularly noisy region, e.g. the noise Peak A in cavity version 2a, and the
mechanical resonances are spaced relatively close to each other. A similar amount
of noise reduction was also observed with the ring piezo actuation.

6.2.5 Summary and Outlook

We have successfully demonstrated mechanical noise reduction in our cavity setup
with two different methods. First, we use an IIR digital filter to modify the control
response, and reduce the total noise from about 1 nm to 0.4 nm. Second, we use
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friction dampers in our cavity setup to achieve a much higher passive stability, with
noise of about 0.17 nm. To achieve the target noise of ξnoise . 0.2, the supported
cavity finesse ranges are F . 220 and F . 460, with the two methods, respectively.

With these noise figures, it is likely for us to perform experiment with atoms –
we have managed to trap atoms with cavity version 2b. Though the noise level can
probably reduce a bit further, by refining the techniques or discovering new methods,
operating a cavity with finesse of thousands or more may require a completely
different approach.

Recently, we examine a different cavity mounting technique which could po-
tentially provide a higher mechanical stability. The piezo actuators are mounted
in-between the mirror mounts without any mounting screws, with any movements
along the cavity axis restricted by the tensile modulus of the actuators. Transverse
misalignment corrections are provided by the tip and tilt piezo actuation. This
scheme will be discussed further in Section 8.2.2.
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Chapter 7

Discursion around the Critical Point

A unique feature of a near-concentric cavity is its proximity to the unstable
regime, where the cavity length is longer than the critical length L = 2R. In the
region surrounding the critical point, the cavity modes are highly focused, with mode
widths that vary rapidly over small length changes. In this chapter, we examine the
behaviour of the near-concentric cavity modes close to this critical point. With the
observation of the diffraction losses, we infer the aperture size of our cavity, which
may provide insights on the mirror imperfections. We conclude with a discussion on
operating optical resonators on and beyond the critical point.

7.1 Last Stable Resonance
We find that our near-concentric cavity can be aligned extremely close to the

critical point. With a fixed laser frequency, the cavity resonances are half-wavelength
separated. By adjusting the cavity resonant length by half-wavelengths, there exists
a cavity length with the “last stable resonance”, just before the it enters the unstable
regime. This point is particularly interesting, as it allows the highest on-resonant
atom-cavity coupling in near-concentric cavity systems (see Section 2.1.2). In this
section, we aligned our cavity at the last stable resonance, and observed that the
fundamental mode is well supported with virtually no diffraction loss. This work
has been published in [80].

The critical distance d = 2R− L, which characterises the distance of the cavity
length to the critical point, can be measured via the transverse mode spacing method
described in Section 3.4.3, and the last stable resonance described here refers to the
first point in Figure 3.8. For this experiment we use the cavity setup version 1b (see

111



CHAPTER 7. DISCURSION AROUND THE CRITICAL POINT

0

0.1

0.2

0.3

0.4

0.5

-150 -100 -50 0 50 100

unstable 
mode

d = -183(13) nm

60.7(1) MHz

tra
ns

m
is

si
on

cavity detuning (2π MHz)

0

0.1

0.2

0.3

0.4

0.5

LG00

d = 207(13) nm 22.55(6) MHz

tra
ns

m
is

si
on

0

0.1

0.2

0.3

0.4

0.5

LG01 LG00

d = 597(13) nm 22.43(5) MHz

21.8(1) MHztra
ns

m
is

si
on

Figure 7.1: Cavity transmission spectra at the penultimate stable resonance with
(top), last stable resonance (middle), and the first unstable resonance (bottom).
The camera-captured transmitted mode profiles are shown in the insets (partially
saturated). The transmission spectra are fitted to a sum of two Lorentzian functions,
which model the resonances of the 10 and LG10 modes (dashed lines).

Section 2.2.2), which is not put under a vacuum condition and thus has a relatively
pristine finesse of 606(3), just slightly below the nominal finesse of 627.

Figure 7.1 shows the transmission spectra of the cavity at the penultimate stable
resonance (top), last stable resonance (middle), and the first unstable resonance
(bottom). These corresponds to critical distances of 597 nm, 207 nm, and -183 nm,
respectively, with an uncertainty of 13 nm obtained from the fit of Figure 3.8.
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At the last stable resonance, the linewidth of the fundamental cavity mode (LG00)
is still maintained at 2κ = 2π × 22.55(6) MHz, barely drops from the linewidth at
the penultimate stable resonance of 22.43(5) MHz. However, the linewidth of the
LG01 transverse mode is difficult to identify, as the transverse mode spacing becomes
smaller and the transmission profile smears out. Just one half-wavelength into to
the unstable regime at d = −183(13) nm, the linewidth of the “fundamental” mode
broadens to 60.7(2) MHz, with mode that no longer looks Gaussian.

The absence of finesse loss in the cavity fundamental mode, even at the last stable
resonance, contrasts with other cavity systems, as their finesse drop significantly as
they approach the critical point [264, 322]. We believe that this is due to the design
of the anaclastic lens-mirrors, which allows ease of alignment, as the highly-divergent
near-concentric modes are transformed into collimated modes on the cavity input and
output. Furthermore, a high-quality large-angle spherical surfaces of the lens-mirrors
allows the near-concentric modes to be well supported.

At the last stable resonance with d = 207(13) nm, the cavity waist radius is
calculated to be w0 = 2.44(4) µm using paraxial approximation. The cavity mode
1/e2-width for LG00 mode on the mirror is calculated to be 2wm = 1.12(2) mm – the
1/e2-width is equivalent to 2w(z) defined in Equation A.1. Thus, with virtually no
diffraction loss on the LG00 mode at the last stable resonance, the effective aperture
diameter of the anaclastic lens-mirror is at least the size of the 1/e2-width 2wm.

It is interesting to comment on the validity of the paraxial approximation in this
regime. Several theoretical works in cavities with highly divergent eigenmodes [226,
227] have shown that the calculated cavity eigenmodes formed with spherical mirrors
agrees closely with the free-space paraxial modes, even at small critical distances.
On the other hand, cavity eigenmodes formed with parabolic mirrors differ from the
free-space modes, with larger cavity mode waists, even at large critical distances
(d/R ∼ 10−4). This may indicate that spherical mirrors are more suitable to form
highly-divergent cavity modes. This is reminiscent of a similar observation in the
focused lens systems, where a spherical wavefront produces a much tighter focus
compared to a parabolic wavefront [225].
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Figure 7.2: Cavity transverse modes linewidths (left) and transmission ampli-
tudes (right) at different critical distances. The linewidth is obtained from the
fit of transmission spectrum. The transmission amplitudes are normalised to the
cavity transmission with a perfect mode matching – without diffraction loss, the
transmission amplitudes are equivalent to the mode-matching efficiency η as defined
previously in Section 3.4.2.

7.2 Diffraction Loss and Aperture Size
With the techniques developed in Chapter 5, we can couple to the cavity trans-

verse modes with high mode-matching efficiencies. In this section, we study how
the transverse modes and their mode matching perform close to the critical point.
Contrary to the fundamental cavity mode, the higher order transverse modes display
relatively high diffraction losses as they approach the critical point, which suggest
an effective aperture diameter smaller than the nominal value. These observations
have been published in [81].

We use the SLM to couple to LG00, LG10, and LG20 transverse modes of the
near-concentric cavity, and obtain the cavity transmission spectra at different critical
distances. We demonstrate this experiment using the cavity setup version 2a under
vacuum conditions, with a reduced finesse of 275(5) for the fundamental mode. We
obtain the critical distance of the penultimate stable point as d = 0.45(3) µm via
the transverse mode spacing measurement. By changing the cavity length and fixing
the laser frequency, we obtain neighbouring cavity spectra spaced half-wavelengths
apart.

Figure 7.2 shows the cavity transverse mode linewidths and transmission ampli-
tudes for various critical distances. Our near-concentric cavity supports several LG
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Figure 7.3: Camera-captured spatial profiles of the cavity transmission modes
(partially saturated). For a small critical distance, diffraction loss becomes significant
and distorts the mode profile. The diffraction rings are caused by the aperture of
the anaclastic lens.

modes reasonably close (∼ a few µm) to the critical point. However, the LG modes
start to exhibit diffraction losses at some critical distances, as the mode sizes on
the cavity mirrors start to exceed the cavity effective aperture size. This result in
a corresponding increase of cavity linewidths and decrease in cavity transmission
amplitudes. Figure 7.3 shows the spatial profile of the cavity transmission, captured
with the mode camera. Diffraction rings become visible at the critical distances
where the linewidths start to increase.

7.2.1 Estimating the aperture size

The performance of the cavity mirrors can be characterised with an effective
aperture size – for every round trip, the cavity mode is clipped by a circular aperture
with diameter a on the mirror, effectively blocking some outer parts of the beam.
As a first-order approximation, we assume the LG modes to be unperturbed after
subsequent round trips. To estimate the onset of the diffraction loss, we choose an
aperture size that blocks ∼ 1% of the mode, which contributes to an additional
diffraction loss of κap ≈ 2π × 10 MHz. This is on the same order as the mirror
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Figure 7.4: The diameters of the transverse modes on the cavity mirror 2w(99%)
m

which contains 99% of the total power. The nominal aperture size of our mirror is
also given as a reference.

transmission and scattering losses, κm = 2π×11.3(4) MHz and κl = 2π×13.5(4) MHz
(see Section 5.1.2), which are not expected to change with different critical distances.

Due to the diffraction loss κap, the cavity linewidth increases by around 20 MHz.
From Figure 7.2 (right), we estimate this increase to happen at critical distances
of dap,10 ≈ 1.7 µm and dap,20 ≈ 2.9 µm for the LG10 and LG20 modes, respectively.
We do not consider the corresponding estimate using the LG00 mode, as it yields a
negative critical distance.

Figure 7.4 shows the mode diameters on the mirror which contain 99% of the total
power 2w(99%)

m , for different paraxial transverse modes and critical distances. Based
on the critical distance estimates where ∼ 1% of the mode is blocked, and assuming
that the modes are centred on a circular aperture, we estimate that the LG10 and
LG20 modes have effective aperture diameters of a10 ≈ 1.4 mm and a20 ≈ 1.5 mm,
respectively. These values are comparatively lower than the nominal aperture of
our anaclastic lens-mirrors anom = 4.07 mm. While these discrepancies may be due
to some nonparaxial effects of the cavity modes, particularly for the higher-order
transverse modes, we suspect that it is more likely to be due to mirror imperfections
(see Appendix C for a list of them).
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7.2.2 Numerical calculation of the cavity eigenmodes

It is interesting to numerically calculate the cavity eigenmodes formed with a
circular aperture, which may provide some intuition on how diffraction losses affect
the formation of the cavity modes in the near-concentric regime. To reduce the
complexity of the model, we make the following assumptions. First, the mirrors are
ideally spherical, with a circular aperture centred on one of the mirrors. Second, we
use paraxial approximation on both the modes and propagation operators – this may
not be entirely unwarranted, as paraxial free-space modes closely approximate the
eigenmodes of a spherical cavity (see the last paragraph of Section 7.1). Third, we
assume that the circular aperture perfectly blocks all the light outside the aperture.

In a paraxial system, the diffraction integral of a light propagation can be written
in terms of the matrix optics, in a formalism known as the Collins’ integral [323].
After one round trip of the cavity, the integral equation can be written [324] as

γE(η2, θ2) = N
∫ 2π

0

∫ 1

0
E(η1, θ1)K(η2, η1, θ2, θ1) η1dη1dθ1 , (7.1)

with γ an eigenvalue which characterises the resonator aperture loss Lap = 1− γγ̄,
E(ηi, θi) the eigenmode distribution, ηi = ρi/ar a normalised radial coordinate
with aperture radius ar, and N = a2/2λL|g| the Fresnel number with the stability
parameter g = −1 + d/R. The kernel K(η2, η1, θ2, θ1) is given by

K(η2, η1, θ2, θ1) = exp
[
iπN(2g2 − 1)(η2

1 + η2
2)− 2iπNη1η2 cos(θ1 − θ2)

]
. (7.2)

In a radially symmetric system, the integral equation simplifies to

γE(η2) = N
∫ 1

0
E(η1)2πJ0(−2πNη1η2) exp

[
iπN(2g2 − 1)(η2

1 + η2
2)
]
η1dη1 , (7.3)

where J0 is the Bessel function of the first kind.
The diffraction integral of Equation 7.3 can be written as a matrix eigenequation

Mu = γu by discretising the eigenmode E(η) to the eigenvector u with enough
sampling points – systems with large Fresnel number N require finer discretisation
due to the oscillatory behaviour of the complex exponential term. We set the number
of points to be at least 10 times the Fresnel number, and verify that the result does
not vary too much with a different number of points. The matrix M can be obtained
by applying Newton-Cotes formula for n = 2 (also known as Simpson’s rule) on the
diffraction integral with equally spaced points.
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Figure 7.5: Numerical calculation of the cavity linewidth using the Prony’s method,
with the paraxial approximation. A circular hard-edge aperture is centred on one
mirror. (Left) the dashed lines are the estimated linewidths for the radial modes
with an aperture diameter of 1.4 mm. The experimental data points, obtained
from Figure 7.2, are much larger than the estimated values in the high diffraction
regime. (Right) the estimated linewidths for the LG00 mode, with different aperture
diameters indicated by the legend.

The matrix eigenequation is then solved using the Prony’s method described
in [325], which gives a set of eigenvectors with the eigenvalues γ ≤ 1, ranked from
the largest eigenvalue. These correspond to a set of cavity radial eigenmodes with
relatively low losses – in the near-concentric case, these are the radial LGi0 modes
with diffraction losses Lap = 1 − γγ̄. These losses add to the cavity decay rate κ
and increase the cavity linewidth.

Figure 7.5 (left) shows the expected cavity linewidths obtained with this numerical
calculation, as a function of the critical distances. We use an aperture diameter
of 1.4 mm, estimated from the previous section. These values can be treated as
lower-bound estimates on the cavity linewidth, as the cavity eigenmodes are no
longer Laguerre-Gaussian and the mode-matching procedure cannot be performed
effectively. Furthermore, our cavity does not have a fixed aperture size with a
circular shape, and currently the diffraction loss mechanism in our cavity is not
entirely understood.

It may be interesting to note that the diffraction loss for the fundamental mode
does not increase significantly with smaller critical distance, even at the critical point.
Figure 7.5 (right) shows the expected cavity linewidths for the fundamental mode
with different aperture sizes. With a relatively large aperture size, the diffraction
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loss only starts to increase in the unstable regime, which is consistent with our
experimental observations. This result may be an interesting starting point for
future research, which takes the nonparaxial nature of the cavity eigenmodes into
account, with the mode-propagation model valid even at extremely small critical
distances (d� λ).

7.2.3 Summary and outlook

Owing to the anaclastic lens-mirror design, we managed to align the near-
concentric cavity at the last stable resonance, with virtually no diffraction loss on
the fundamental mode. The diffraction loss observed with higher-order transverse
modes yields an effective aperture diameter of around 1.4 mm, which is lower than
the nominal value of 4.07 mm due to mirror imperfections.

Approaching concentricity The atom-cavity coupling is expected to increase
significantly when operated very close to the critical point, in the d� λ/2 regime
(see Section 2.1.2). The measurement of atom-cavity coupling may have to be
performed dispersively, as it may not be possible to tune the cavity to be resonant
with the atom. However, it is not clear to what extent realistic mirrors can increase
the coupling strength through reduction in the cavity mode waist, considering their
imperfections (see Appendix C). Thus, it may be prudent to first design and perform
an experiment to measure the cavity mode waist in-situ, similar to the knife-edge
technique in focused lens systems [326]. In addition, it is advantageous to understand
why the effective aperture size is currently limited to around 1.4 mm, as smaller mode
waists require larger apertures. Higher finesse mirrors may allow for a better mode
discrimination and provide further insights into the limitations and imperfections of
our lens-mirrors.

Beyond concentricity It is a rather surprising observation that the diffraction
loss is still relatively low for the fundamental mode in the beyond-concentric regime.
It may be interesting to engineer atom-cavity coupling with this “beyond-concentric
cavity”, and examine the difference, if any, with the stable cavities.
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Chapter 8

Outlook and Future Studies

The thesis has so far investigated a few aspects and features of a near-concentric
cavity. It may be a good exercise to evaluate the current state of the project and
how to proceed. Weighing in some of the technical challenges, I propose to redesign
the mechanical structures and the cavity mirrors, which would expedite future
explorations. Finally, I give a brief outlook on how near-concentric cavities can be
applied in various systems.

8.1 Current and Future Capabilities
With the latest cavity design version 2b, we have managed to trap atoms in

the intra-cavity trapping sites. The cavity finesse is 484(9), which is the highest
achieved yet for our near-concentric cavity under vacuum conditions. With the
same operating conditions in Chapter 4, we expect a cooperativity of C = 0.3. This
value can be further enhanced to C > 1 by operating the cavity at the last stable
resonance and targeting the atomic cycling transition (see Section 4.2.3).

Owing to the passive damping technique with appropriately placed friction
dampers (see Section 6.2), the mechanical noise of the cavity is around 0.16 nm,
with a noise effect factor of around 0.2 (see Equation 2.5). This noise level is within
our target, but slightly on the high side – the next step is to examine to what extent
this noise level affects the atom-cavity experiment.

We have developed a method to efficiently couple an external light to the cavity
transverse modes (see Chapter 5). With the current system, it would be very
interesting to examine the atom-cavity coupling with a few of the near-degenerate
transverse modes. It would also be beneficial to understand further how the current
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mirror aperture size is limited (see Chapter 7), which may allow the atom-cavity
coupling with the transverse modes to be performed at the last stable resonance.

Towards a near-concentric cavity quantum gate A significant milestone to
reach with the near-concentric cavity is the implementation of a quantum gate
between two qubits. A control phase-flip gate between two single photons can be
implemented via a cavity with a trapped single atom [327] – along with single qubit
gates, the control phase-flip gate forms a set of universal quantum gates. Such
quantum gates have been demonstrated recently in small cavities, first between a
photon and an atom [106], and later between two photons [107].

The implementation of a quantum gate typically employs an asymmetric cavity,
where one mirror has a much higher reflectivity than the other mirror, which allows
one-sided cavity input/output channel. Furthermore, an asymmetric cavity system
straightforwardly implements a control phase-flip – if the cavity is resonant with
the atom, an incoming resonant photon acquires an additional π phase shift upon
reflection. Thus, to use our cavity system as a quantum gate, we would need to
replace one of the cavity mirror with another mirror of a much higher reflectivity.
With this adjustment, the cavity decay rate would reduce by half, and our cavity
would most likely operate in a fast cavity regime (κ� g � γ with C � 1).

Even though being in a strong-coupling regime (g � κ, γ) is beneficial for
quantum gates, it may not be necessary. Several quantum gate proposals do not
strictly require strong coupling, and can be operated in the fast cavity regime as only
high cooperativity (C � 1) is necessary [207, 328]. Furthermore, some probabilistic
implementations of a control phase gate only require a relatively low cooperativity of
C > 0.5, with a success probability that increases for higher cooperativity values [329].
This may not be entirely surprising, as a “deterministic” atom-light interaction
is reached with high cooperativity (see Section 1.4.2), and the coherence of the
quantum system can still be observed despite a high cavity decoherence [204].

8.2 Cavity Setup and Mirror Redesign
The main technical challenge in operating the near-concentric cavity setup is the

mechanical noise. To address that, we have developed two noise reduction methods
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(see Chapter 6) which result in a tolerable noise level for our current setup. However,
the noise level may not be low enough to operate a near-concentric cavity with a
higher finesse. We recently examined a different cavity mounting strategy, which
displays a much lower mechanical noise in some of the preliminary measurements.
The setup is pretty compact, and uses inexpensive actuators. This forthcoming
redesign may allow us to operate a near-concentric cavity with much higher finesse.

8.2.1 Mechanical structure redesign

The earlier cavity mechanical designs used three-dimensional translation stages
(see Section 2.2.2). This resulted in relatively bulky designs, with the moving arms
projected outwards and supported only at one end. This cantilever mounting strategy
typically displays “tuning-fork” modes, with one of them vibrating along the cavity
axis. The flexural translation stages used for cavity version 2 designs in particular
bore cantilever structures on each of the actuation directions. These design choices
might have not been optimal, but were necessary due to the required movement
ranges and space constraints.

Previous experiments in our group show that a much lower cavity mechanical
noise can be achieved with a cage or cage-like structure (see Chapter 5 in Ref. [98]).
Thus, it would be appropriate to mount the near-concentric cavity as such and
without any cantilever, while allowing for three directional movement. Recently, we
discovered a cavity mounting strategy with cage support, which provides translation
movement along the cavity axis and rotation movements in the tranverse directions.

Figure 8.1 shows a prototypical design of the cavity mechanical structure with
such mounting strategy. Three linear actuators are placed in-between the mirror
mounts, on three corners. Translation along the cavity axis is provided by extending
the length of all three actuators, while rotations on the two transverse directions
(tip and tilt) are provided by differentially extending the length of the actuators. A
“fourth” linear actuator, on the remaining corner, is not necessary, as its length is
already predetermined by the other three actuators. In the near-concentric cavity,
any transverse misalignment can be corrected by rotational alignment, and vice
versa (see Appendix B). Thus, a set of linear, tip and tilt actuations would provide
all the necessary degrees of freedom for near-concentric cavity alignment.
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linear actuators

cavity stages mirror mounts
ring piezo

and spacer

spring clamps

Figure 8.1: Prototype of the cavity mechanical redesign, with the placement of the
actuators (left) and the assembled setup (right). The setup is held together by the
spring clamps, and the ring piezo may be optional.

The linear actuators suitable for the setup require small cross sections and are
capable of producing large movements. We use a stack multilayer piezo actuator
(P-882.51, Physik Instrumente) with size 3 × 2 × 18 mm and a maximum linear
travel range of 18 µm. With a designed spacing between the corners of 16 mm, this
setup could provide tip and tilt rotation up to δα = 1.1 mrad – equivalent to a
transverse misalignment correction of around 6.2 µm. A larger range of rotational
movement can be achieved by lowering the spacing between the actuators, or by
using actuators with larger travel ranges.

There are several methods to mount the actuators. One method is to spring-load
the setup to provide compression forces along the actuators. In Figure 8.1 (right),
the springs are made from bent metal sheets with a spring constant of around
70 N/mm, which could produce a compression force of 70 N for a spring length
extension of 1 mm. Nevertheless, it is not yet known whether the alignment can
withstand a large impact force or temperature cycling during the vacuum bake-out
procedure. Alternatively, the actuators can be glued on the mirror mounts with an
epoxy. Even though there is a chance of breaking the actuators while disassembling
the setup, the replacement cost of the actuator is pretty inexpensive.

To characterise a typical mechanical noise of such setup, we build a test cavity
using less-curved mirrors with higher reflectivities. The test cavity is operated in
the near-planar regime with a measured finesse of F = 5600(200). Figure 8.2 shows
the noise spectral density of the test cavity, obtained using the method described in

123



CHAPTER 8. OUTLOOK AND FUTURE STUDIES

50 100 200 500 1000 2000
frequency (Hz)

10 6

10 5

10 4

10 3

10 2

no
ise

 sp
ec

tra
l d

en
sit

y 
(n

m
/

Hz
)

Figure 8.2: A typical mechanical noise spectral density in cavity version 3 (averaged
over 5 traces), obtained with a PI control loop on the actuators. The noise around
the 1 kHz region is due to the laser frequency noise.

Section 6.1.1. The total mechanical noise is around 10(1) pm without the active and
passive noise reduction techniques described in Chapter 6, and is much lower than
in previous design versions. With such a low mechanical noise, we can operate a
near-concentric cavity up to around F = 8000 to keep within the target noise level.

Interestingly, the ECDL used for the noise measurement (see Section 3.1.1) has
a frequency noise of around 0.5 MHz, which limits the noise measurement resolution
to be around 10 pm. This indicates that the real mechanical noise of the cavity
is most likely lower than 10 pm, and we probably need a laser with a much lower
frequency noise.

8.2.2 Cavity mirror redesign

Increasing the finesse of the cavity allows us to reduce the cavity decay rate
κ and obtain higher atom-cavity cooperativity C. With the mechanical structure
redesign, a cavity with a finesse of F = 8000 allows the system to be operated in
the strong coupling regime – with the same operating condition in Section 4.2.3,
the cavity parameters are [g, κ, γ] ≈ 2π × [5, 0.9, 3] MHz with C ≈ 4.6. With the
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maximum estimated atom-cavity coupling g = 2π × 17.3 MHz at the last stable
resonance (see Section 2.1.2), the cooperativity is estimated to reach C ≈ 55.

Due to the optical coating deposition, the curved mirror does not have consistently
high reflectivity over the whole surface, as the thickness of the optical coating
decreases at larger ray angle (see Appendix C). In an optical coating simulation (see
Figure C.2), the effective finesse drops to half at about 20 degrees of the ray angle.
Meanwhile, the effective aperture size of the cavity mirrors is currently limited to
around 1.4 mm (see Section 7.2.1), which corresponds to only around 7.5 degrees of
the ray angle. With a further understanding on how the aperture size is limited,
it may be possible to design optical surfaces or coatings which allow for a larger
effective aperture size. On the other hand, it is probably not unreasonable to use
cavity mirrors with small aperture sizes, due to the relative ease of manufacturing.

Furthermore, it would also be interesting to vary the mirror radii in future
designs, as the atom-cavity coupling strength at the last stable resonance varies as
g ∝ R−3/4 with the mirror radii R (see Equation 2.3). A larger mirror radii allows a
larger mirror separation with lower coupling strength as a trade-off, and vice versa.
Alternatively, using cavity mirrors with different radii might also be beneficial for
some applications – for example, a geometrically asymmetrical cavity provides a
much higher misalignment tolerance compared to the near-concentric cavity [211].

8.3 Near-Concentric Cavity Pathways
In this section, we present a few possible research directions where a near-

concentric cavity might play a significant role. First, we note that near-concentric
cavities can function like any small cavities with high atom-cavity coupling, which
would make them a viable alternative for quantum information processing appli-
cations. On top of that, near-concentric cavities have a few additional features:
(1) a large physical separation between the cavity mirrors, (2) a lower requirement
for the cavity finesse with a strong-focusing geometry, and (3) the near-degeneracy
of the cavity transverse modes. By pairing them with various systems, we can
form a matrix of possible areas that can benefit from near-concentric cavities, as
summarised in Table 8.1.

There are a few entries in the matrix that are particularly thought-provoking.
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First, deep optical dipole traps can be used to study the nonlinear breakdown of
the atomic hyperfine structure [330], and to trap ions [331, 332] or molecules [333]
optically. Typically, trapping ions with optical dipole force requires a high-powered
laser (∼ 10 W) with a large detuning (∼ 106γ), and focused down to a small beam
waist (∼ 1 µm) to produce a trap depth on the order of 10 mK [334, 335]. A
near-concentric cavity could be an appropriate choice to produce such deep dipole
traps with a much lower laser power, due to the intra-cavity light amplification and
small beam waist, and with an added benefit of a strong coupling.

Second, owing to the small beam waist of the near concentric cavity, the cavity
transverse modes can be used to generate trapping sites for atomic arrays. The
spacing between the sites is on the order of wavelengths, and the trapping potential
can be varied by sending in a superposition of transverse modes. The trap array
can be useful to study long-range interaction between Rydberg atoms.

Another intriguing use of a near-concentric optical cavity is in biochemical sensing
application, particularly in the current global situation [336]. Optical cavities were
used to enhance the sensitivity of Raman spectroscopy [337]. Subsequently, cavity
ringdown spectroscopy has been used for breath analysis [338], and detection of
explosives [339] and laboratory gas samples [340]. Recently, there are efforts to
apply near-concentric cavities to enhance the detection of biochemical samples [341,
342]. It would be pretty amusing to utilise near-concentric cavities, with much
smaller beam waists, to help identifying some infectious agents with much higher
sensitivities.
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Table 8.1: Explorations pathways in near-concentric cavities, with their features
exhibited in various systems (non-exhaustive). List of abbreviations: req. – require-
ments, info. – information.
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Chapter 9

Conclusion

In the study of atom-light interaction,
optical resonators are immensely useful.
They preserve the system coherence,
enabling quantum information processing,
and various other applications.
Emerging in different forms and geometries,
they satisfy various constraints and functions,
creating new possibilities for a society of explorers.

Amidst near-concentric optical cavities,
atoms can be addressed and manipulated,
with tightly focused optical modes,
and in a large physical space.
The finesse can be relatively small,
easing the mirror specification.
The resonances can be near-degenerate,
with new potentials for multi-mode interactions.

In this thesis, we have described the design of the near-concentric optical cavity
(Chapter 2). The optical cavity is formed by two anaclastic lens-mirrors with a
relatively low finesse of ∼ 630. Even with this finesse, the estimated atom-cavity
coupling strength and cooperativity is comparable to the state-of-the-art planar
cavities with micron-sized lengths. To align the cavity, we used a translation
stage that can move in three directions – piezo stack actuators (version 1 designs)
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and flexural translation stage (version 2 designs). The experimental setup and
techniques to operate the cavity are presented in Chapter 3, whereas the transverse
alignment stabilisation and the critical distance measurement are specific only to
the near-concentric cavity.

We observed strong interaction with single atoms using our near-concentric
cavity (Chapter 3). Owing to a large physical space, a cold atomic cloud was
produced at the centre of the cavity with a magneto-optical trap. A single atom
can then be loaded into the trapping sites along the cavity mode, with a far-off
resonant trap. The presence of single atom inside the cavity mode modified the
cavity transmission and reflection spectra. From these spectra, we characterised
atom-cavity coupling strength of g = 2π × 5.0(2) MHz, which exceeds the natural
atomic decay. Unfortunately, we accidentally contaminated the cavity mirrors and
decreased the cavity finesse to 138(2), resulting in a relatively low atom-cavity
cooperativity of 0.084(4). In subsequent iterations, the cooperativity will increase
with higher-finesse cavities.

The transverse modes of the near-concentric cavity are near-degenerate, with
frequency spacings on the order of the hyperfine or Zeeman splitting of the atoms.
Radial modes are particularly interesting, as they have the same atom-cavity coupling
strength as the fundamental mode. We explore this feature by exciting the transverse
modes of our near-concentric cavity using a spatial light modulator (Chapter 5). We
managed to achieve mode-matching efficiencies close to the theoretical predictions,
on both single and superposition of the transverse modes.

To reduce the mechanical noise of the near-concentric cavity, we have developed
two noise reduction methods (Chapter 6). First, we developed a digital filter to
shape the phase of the error signal, and reduce the noise via a control loop. We
managed to observe noise reduction from ∼ 1 nm to ∼ 0.4 nm. Second, we achieved
a higher passive stability of ∼ 0.17 nm by installing friction dampers across the
cavity mirror mounts. The noise reduction allows us to perform experiment with
atoms using higher finesse cavities.

Our near-concentric cavity can be operated extremely close to the critical point
(Chapter 7). We successfully aligned our near-concentric cavity at the last stable
resonance, with a relatively low diffraction loss for the fundamental mode. Diffraction
losses of the higher-order transverse modes revealed an effective aperture diameter of
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around 1.4 mm. These discursions around the critical point allow us to understand
the limits of the near-concentric cavity, and suggest possible improvements and
upgrades in future designs.

Our current setup is a proof-of-concept and testbed for a versatile and robust
quantum system employing a near-concentric geometry. We discuss future plans for
this project in Chapter 8. In the near-future, we plan on improving the design of the
cavity mirrors and mechanical structures, and exploring some quantum nonlinear
properties with the near-concentric cavity modes. We conclude with an outlook of
the project, on how it can be potentially applied in various systems and disciplines.

With every bit of new understanding,
sparking fresh perspectives and insights,
rediscovering previously forgotten,
time-invariant are quantum technologies.
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Appendix A

Theory of Near-Concentric Cavity
Paraxial Modes

This appendix presents a theoretical description of the paraxial cavity modes
in the near-concentric regime. From the interaction Hamiltonian of an atom-cavity
system, we evaluate the atom-cavity coupling strength and mode volume for an
atom placed at the centre of the radial transverse modes of the cavity.

Furthermore, we show that the radial transverse modes have the same effective
mode volumes and coupling strengths, at any particular cavity length. This would
allow an atom to have similar interaction with all of the radial transverse modes of
the cavity.

Transverse modes of a near-concentric cavity The paraxial modes of a Fabry-
Perot optical cavity belong to a family of Gaussian transverse electromagnetic
modes, expressed with a scalar field and form standing waves [208]. In a cavity with
cylindrical symmetry, the transverse mode profile can be described by a complex
amplitude

Up,l(ρ, φ, z) = Ap,l
w0

w(z)

(
ρ

w(z)

)l
Llp

(
2ρ2

w2(z)

)
exp

(
− ρ2

w2(z)

)
exp (i ψp,l(ρ, φ, z)) ,

(A.1)
where p and l are the radial and azimuthal mode numbers of the Laguerre-Gaussian
(LG) beams, Ap,l is the normalization constant, w(z) = w0

√
1 + (z/z0)2 is the beam

radius along the z direction with z0 = πw2
0/λ as the Rayleigh range and w0 as

the waist radius, Llp is the generalized Laguerre polynomial, and ψp,l(ρ, φ, z) is the
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real-valued phase of the LG beam, given by

ψp,l(ρ, φ, z) = −kz − k ρ2

2R(z) − lφ+ (2p+ l + 1)ζ(z) , (A.2)

where R(z) = z + z2
0/z is the curvature radius of the wavefront, and ζ(z) =

tan−1(z/z0) is the Gouy phase. The LG mode is bounded between the two spherical
mirrors of radii R1 and R2, with the wavefront matching the mirror surfaces. The
resonance frequencies of the cavity depend on the transverse mode numbers p and l,

vq,p,l =
(
q + (2p+ l + 1)∆ζ

π

)
vF , (A.3)

where q is the longitudinal mode number of the cavity, vF = c/2L is the cavity free
spectral range, and ∆ζ = ζ(zM2)− ζ(zM1) is the Gouy phase difference between the
two cavity mirrors.

The transverse modes of a near-concentric cavity follow the equations above,
as the paraxial approximation is still valid in our operating regime, up to the last
stable resonance. The paraxial approximation only breaks down in very short critical
distances (see Section 2.1.2), and may then require non-paraxial treatments [226–
228]. The cavity mode radius of a near-concentric cavity w(z) = w0

√
1 + (z/z0)2 is

rapidly diverging along the cavity axis, due to a short Rayleigh range z0 = πw2
0/λ.

Interaction Hamiltonian of an atom-cavity system An electric field operator
with a complex mode amplitude profile Uj(r) can be expressed as

Êj(r) = ieλNj

[
Uj(r)âj − U∗j (r)â†j

]
, (A.4)

where eλ is the electric field polarization unit vector, Nj is a normalization coefficient,
and âj and â†j are the destruction and creation mode operators [202]. The free
field Hamiltonian of the electromagnetic mode inside a cavity with volume V has a
similar structure to a harmonic oscillator,

Ĥ0 = ε0

2

∫
dV

[
Êj(r)2 + c2B̂j(r)2

]
= ~ωj

(
â†j âj + 1

2

)
(A.5)

with B̂j(r) as the corresponding magnetic field operator. By imposing the normal-
ization condition ∫

dV |Uj(r)|2 = 1 , (A.6)
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we obtain the normalization coefficient Nj = (~ωj/2ε0)1/2 .
The interaction Hamiltonian between an electromagnetic field and an atomic

dipole, in the electric-dipole approximation, is given by

ĤI(r) = Êj(r) · d̂ (A.7)

where d̂ = da
(
π̂† + π̂

)
ed is the atomic electric-dipole operator with da as the dipole

moment, π̂† = |e〉〈g| and π̂ = |g〉〈e| as the transition operators between ground and
excited atomic states, and ed as the dipole unit vector. Assuming that the atomic
dipole and electric field polarization vectors point to the same direction, eλ = ed,
we obtain

ĤI(r) = ida

√
~ωj
2ε0

[
Uj(r)âj − U∗j (r)â†j

] [
π̂† + π̂

]
, (A.8)

with an explicit dependence of the atom position r on the mode amplitude Uj(r).

Radial transverse modes for atom-cavity coupling A class of LG modes
suitable for atom-cavity coupling with stationary atoms is the radial transverse
modes, which are LG modes with no angular momentum (l = 0) and maximum field
strengths on the cavity axis. The complex amplitude of radial transverse modes is
given by

Up,0(ρ, φ, z) = Ap,0
w0

w(z)L
0
p

(
2ρ2

w2(z)

)
exp

(
− ρ2

w2(z)

)
exp (iψp,0(ρ, φ, z)) . (A.9)

The radial transverse modes of a near-concentric cavity have spatial dependencies on
both the axial and radial direction. Here, we assume that the atom is located at the
center of the cavity mode (r = 0), such that ρ = 0 and z = 0 [77]. The amplitude of
the radial transverse mode at this center point is

Up,0(r = 0) = Ap,0 , (A.10)

where we have evaluated w(0) = w0, L0
p(0) = 1, and exp (iψp,0(0, φ, 0)) = 1.

The prefactor Ap,0 can be determined from the normalization condition (Eq. A.6),
and has a physical significance as follows. If we assume a theoretical cavity with a
uniform distribution of mode amplitude Up,0 = Ap,0 , the normalization condition
yields

Ap,0 = 1√
Vm,p

, (A.11)
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where Vm,p is the mode volume of such theoretical cavity.
Using Eq. A.8, we evaluate the interaction Hamiltonian of an atom placed in the

centre of a radial transverse cavity mode,

ĤI(r = 0) = i~gac
[
âj − â†j

] [
π̂† + π̂

]
, (A.12)

with the atom-cavity coupling strength

gac =

√√√√ ωjd2
a

2~ε0Vm,p
. (A.13)

It is interesting to note that the coupling constant gac ∝ 1/
√
Vm,p only depends on

the radial mode number p through the mode volume Vm,p . This is not necessarily
true for other classes of transverse modes. For example, non-radial transverse modes
(l 6= 0) have zero mode amplitude at the centre, i.e. Up,l 6=0(r = 0) = 0 , which
complicates the interpretation of such mode volumes.

Mode volume calculation of radial transverse modes In this part, we show
that the mode volume of radial transverse modes Vm,p only depends on the beam
waist w0 and cavity length L, and does not depend on the radial mode number p.
Using the normalization condition (Eq. A.6),
∫
dV |Up,0(ρ, φ, z)|2 =

∫
dz
∫
ρdρ

∫
dφ

1
Vm,p

[
w0

w(z)L
0
p

(
2ρ2

w2(z)

)]2

exp
(
− 2ρ2

w2(z)

)
(A.14)

1 = 1
Vm,p

πw2
0L

2

∫ ∞
0

du e−uL0
p(u)2 , (A.15)

where we have used the substitution u = 2ρ2/w2(z). The integration can be
calculated using the orthonormal property of Laguerre polynomial [343],∫ ∞

0
dx e−xL0

m(x)L0
n(x) = δm,n . (A.16)

The mode volume of radial transverse modes is thus calculated to be

Vm,p = 1
2πw

2
0L , (A.17)

independent of the radial mode number p. At a particular cavity length L, the
beam waist parameter w0 is evaluated from the cavity boundary conditions, and is
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also independent on the radial mode number p. Hence, the atom-cavity coupling
constant gac is maintained over all the radial transverse modes,

gac =
√

ωjd2
a

π~ε0w2
0L

. (A.18)

As a completing remark, we note that the mode of a physical cavity forms a
standing wave on the longitudinal direction. Hence, the complex term exp(iψp,0) in
Eq. A.9 should be replaced with cos(ψp,0 + δ) with δ determined by the boundary
conditions and longitudinal mode number. Assuming the atom is located at the
anti-node of such standing wave, the evaluation of the atom-cavity coupling is similar
as above, but with the mode volume reduced to half,

V sw
m,p = 1

4πw
2
0L . (A.19)
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Appendix B

Geometrical Alignment Theory of
Near-Concentric Cavity

This appendix discusses geometrical considerations in aligning near-concentric
cavity. In real systems, the optical axes of the two cavity mirrors may not coincide,
and hence the cavity axis is located somewhere else. We present a way to determine
the cavity axis, following the method described in Ref. [344]. We deduce the effect of
transverse misalignment on the near-concentric cavity, and estimate the alignment
sensitivity in small critical distances. In addition, we show that the angular and
transverse misalignment are equivalent, which suggest that a full misalignment
correction is sufficiently performed either in the angular or transverse directions,
and not necessarily both, for ideal cavity mirrors.

Without loss of generality, the misalignment scenarios are described in two
dimensions, i.e. transverse misalignment only in one direction, to ease the geometrical
discussions and drawings. Such scenarios can be easily extended to three dimensions.
We also assume that the mirrors are ideally spherical, with the same radius of
curvature over all the mirror surface. Our cavity mirrors are designed as such, but
some imperfections arise due to optical coatings and other factors (see Appendix C).

Determining the cavity axis geometrically In Figure B.1, the two mirror
axes do not coincide with each other. The cavity axis can be drawn as a line passing
through both curvature centres of the mirrors. In this case, the cavity axis is normal
to both mirror surfaces, which satisfy the boundary conditions to form the cavity
modes. Nonetheless, the cavity axis and the cavity modes have to be located within
both the apertures of the cavity mirrors.
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ma1 ma2

ca

Figure B.1: Determining the cavity axis geometrically. In a cavity system where
the mirror axes (ma1 and ma2) do not coincide, the cavity axis (ca) is formed by
passing through the two curvature centres of the cavity mirrors.

Effect of the transverse misalignment We use the geometrical method above
to estimate the effect of the transverse misalignment in a near-concentric cavity.
In Figure B.2, a small transverse misalignment δx of the second mirror causes the
cavity axis to rotate by δθ. The amount of rotation can be approximated as

δθ = δx

d
, (B.1)

which can get very large for a small critical distance d. The tolerable amount of
cavity axis rotation depends on the setup, but is typically very small, particularly if
the preceding and following optical elements are located far from the cavity with
small apertures.

We can estimate how well our near-concentric cavity tolerates such cavity axis
rotation, using the data provided in Section 3.3.2. At a critical distance of around
1.7 µm, the cavity transmission after coupling through a single-mode fibre is halved
by a transverse misalignment of around 30 nm. This corresponds to a transmission-
halving rotation angle δθ of around 18 mrad, which is quite large considering a
fibre-coupling scenario. We attribute this to the anaclastic design of the lens-mirrors,
which transforms radial wavefront normal to the mirror surface, to be parallel with
the lens-mirror axis on the lens output. Hence, even with a rotated cavity axis, the
collimated input and output modes are parallel with the mirror axes, but slightly
displaced by around (R+ t)δθ = 0.18 mm, where t is the thickness of the lens-mirror
element.
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ma1

ma2

ca

Figure B.2: Rotation of cavity axis due to transverse misalignment. In a near-
concentric cavity with a critical distance d, a small transverse misalignment δx of
the second mirror rotates the cavity axis by an angle δθ.

With a slightly rotated cavity axis due to a small transverse misalignment, the
coupling of an input beam to the fundamental near-concentric cavity mode can
be re-maximised by simply displacing the input beam using the alignment mirrors.
The cavity output mode is then displaced from the initial position in the opposite
transverse direction, as observed with a camera. Hence, near-concentric cavity modes
can in principle be formed at any spot on the cavity mirrors, with similar coupling
efficiencies, as long as the cavity mode is located well within the mirror aperture.

Equivalence of angular and transverse misalignment Besides the transverse
misalignments, tip and tilt rotational misalignments also occurs during the alignment
and baking process. We show that they are equivalent – any transverse misalignment
can be corrected by a rotational alignment, and vice versa. In Figure B.3, the
transverse misalignment δx of the second mirror is corrected by a small tilt δα on
the mirror,

δα = δx

R
, (B.2)

which places the curvature centre of the mirror back on the first mirror axis. This
puts the cavity axis back at the initial aligned location. Though, in this new
configuration, the cavity axis is no longer parallel with the second mirror axis, but
slightly tilted with a small angle δα. Referring to the case described above, a small
transverse misalignment of around 30 nm, which rotates the cavity axis by about
18 mrad, can be corrected with a small tilt angle δα of around 5.4 µrad.
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Figure B.3: Equivalence of angular and transverse misalignment. A small transverse
misalignment δx can be corrected by rotating the mirror by a small angle δα.

Therefore, any tip and tilt rotational misalignment accrued during the cavity
alignment and baking processes can be corrected with the translation stages. In
the near-concentric cavity mechanical design version 1 and 2 (see Section 2.2.2),
rotational misalignment of around 1 mrad is equivalent to a transverse misalignment
of around 5.5 µm. The mechanical design version 3 (see Section 8.2.1) uses three
thin piezo stacks to implement the tip and tilt rotation between the cavity mirrors,
and a linear movement along the optical axis. Thus, any transverse misalignment
accrued in this system can also be rectified with the rotational alignments.
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Appendix C

Imperfections of the Cavity Mirror

This appendix discusses some possible sources of imperfections in the cavity
mirrors. In particular, we examine how the cavity mirrors depart from an ideally
spherical profile. We consider two main mechanisms that result in the mirror
asphericity: (1) localised aberrations in the mirror surface and (2) variations of
optical coating thickness. The mirror asphericity would thus cause the cavity to
deviate from a cylindrical symmetry, resulting in an effective aperture size smaller
than the design size.

Localised aberrations in the mirror surface There are a few possible causes
of mirror surface aberrations. First, the spherical surface quality is specified by the
manufacturer to exhibit irregularities of at most 0.3 fringes. Assuming that the
characterisation is performed via interferogram with reference surfaces [345], this
translates to a maximum surface height deviation of ∼ 120 nm (peak to valley)
at some localised spots. While this aberration figure is sufficiently low for most
applications, it can be relatively high for the near-concentric cavity modes.

Second, the mechanical stresses induced by the clamping process and temperature
changes might cause some local aberrations in the mirror surface [346, 347]. The
typical deformation figures are on the order of nm/kPa and nm/K for the clamping
stresses and temperature changes, respectively.

Variations in the optical coating thickness To obtain a highly reflective
cavity mirror, dielectric layers with alternating indices of refraction are deposited
on the spherical surface. Although the coating materials and deposition techniques
are closely-guarded trade secrets, we can point out a few properties of the optical
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Figure C.1: The effect of uniform optical coating on the mirror reflectivity (left).
With uniform coating thickness c and ray angle θ, the thickness of the coating
normal to the mirror surface is c cos θ. Thus, the reflection spectrum (right) for
larger ray angles is shifted to lower wavelengths. The dashed line indicates 780 nm.

coating. First, the layers are deposited uniformly with the same thickness. Second,
the main component of the optical coating is a periodic quarter-wave layers, which
results in a high reflectance at the design wavelength [348].

On a spherical surface, the deposition of a uniform-thickness optical coating
results in a variation of the coating thickness normal to the surface, which scales
with cos θ of the ray angle (see Figure C.1). This shifts the operating range of the
mirror to lower wavelengths, and with high enough ray angle, the mirror is no longer
reflective at the design wavelength.

To estimate how the optical thickness variation modifies the mirror reflectivity,
we construct a simple model based on thin-film interferences [348]. Quarter-wave
layers with refractive indices of n1 = 2.0 and n2 = 1.4 are stacked alternately, with
n1 forming the first and last layers. The input medium is air (ni = 1), and the
output medium is the glass substrate (no = 1.77), and the incident light wavelength
is 780 nm. With 17 coating layers, this arrangement reproduces a similar behaviour
as given in the mirror reflection spectra (see Figure C.1, right).

Figure C.2 (left) shows the mirror reflectivity R, plotted in 1−R, over different
ray angles θ. The expected cavity finesse formed with the two mirrors can be
approximated by F = π/(1 − R). With 17 coating layers at 780 nm design
wavelength, the mirror reflectivity and the cavity finesse are R = 1− 5.9× 10−3 and
F = 540 at zero ray angle, respectively. The finesse decreases with larger ray angles,

174



APPENDIX C. IMPERFECTIONS OF THE CAVITY MIRROR

0 10 20 30 40
ray angle (deg.)

10 4

10 3

10 2

10 1

100

1

780 nm, 17 lys.
780 nm, 25 lys.
810 nm, 25 lys.

0 10 20 30 40
ray angle (deg.)

150

180

210

240

270

300

re
fle

ct
io

n 
ph

as
e 

(d
eg

.) 780 nm, 17 lys.
780 nm, 25 lys.
810 nm, 25 lys.

Figure C.2: The mirror reflectivity R with 780 nm incident light, plotted in 1−R,
and the phase of the reflected beam as a function of the ray angle θ. The dashed
line indicates the nominal aperture angle of our cavity mirror. The expected cavity
finesse can be estimated from the mirror reflectivity as F = π/(1−R).

and halves at about 20.4 degrees. This finesse-halving angle is close to the nominal
aperture angle of our cavity mirror at 21.7 degrees.

In higher finesse cavities, the finesse-halving angle decreases. With 25 coating
layers, the initial finesse of F = 9300 halves at only about 17.9 degrees of ray angle.
To increase the ray angle operational range, the design wavelength can be slightly
increased. With 25 coating layers at 810 nm design wavelength, the finesse-halving
angle is increased to around 25.3 degrees, with a lower initial finesse of F = 6000.

Besides the variations in the mirror reflectivity and cavity finesse, the phase
of the reflected light changes with the ray angles as well (see Figure C.2, right).
Together, they change the mirror coating penetration depth at different ray angles,
which contribute to the asphericity of the mirror surface.

Cylindrical asymmetry With perfectly spherical mirrors, the cylindrical sym-
metry of the near-concentric cavity would still hold even when the cavity axis is
not aligned with the mirror axes (see Appendix B). This is because the curvature
radii of the mirrors are the same at whichever point of the mirror. When the cavity
does not have a cylindrical symmetry, the frequency spacing of the transverse modes
would be different along the two transverse directions. With the cavity slightly
misaligned, instead of a single LG01 peak, there are now two peaks with slightly
different resonance frequencies. These peaks are most likely the Hermite-Gaussian
modes HG01 and HG10, the eigenmodes with a rectangular symmetry, although
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they could well be a transition between the LG and HG modes [349]. The frequency
difference between the HG01 and HG10 modes is larger with smaller critical distances,
or with cavity axis further away from the centre of the mirrors.

Limited aperture size The effective aperture diameter of our near-concentric
cavity is around 1.4 mm, which is much smaller than the nominal aperture diameter
of 4.07 mm (see Section 7.2.1). It is likely that such aperture size limitation is due to
the mirror asphericity. In some theoretical works, it has been shown that spherical
mirrors are better suited to form highly-divergent cavity modes than parabolic
mirrors [226]. It would be interesting to investigate how each component of the
cavity mirror aberration [350] plays a role in limiting the cavity aperture size [229].
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Appendix D

Miscellaneous Techniques in Noise
Reduction

We have described two main techniques we use to reduce the mechanical noise of
our near-concentric cavity (see Chapter 6). Here we discuss a few other techniques
which also reduce the noise to some extent.

Vacuum system damping As the cavity setup is mounted inside a cuvette
attached to the vacuum chamber, the mechanical noise of the vacuum chamber has
a significant impact on the cavity noise. The vacuum chamber is mounted on a rigid
optical table, which is supported by pneumatic vibration isolators. Nevertheless,
we observe mechanical noise on the order of 1 nm in the cavity version 2 setups
(see Section 8.2.1), which is most likely due to noise amplification by the resonant
mechanical structures of the flexural translation stage and the cuvette mount.

The mechanical noise of the vacuum chamber can be reduced by damping the
vacuum system. One of the most reliable method is to put some damping materials
in-between the vacuum chamber and the optical table. Thus, the vacuum chamber is
supported by the optical table not only at the mounting points, but across a larger
area through the damping material. Furthermore, the mechanical vibration modes
of the vacuum chamber have higher damping ratios.

We use mineral wool (Rockwool) as the damping material. We pack them in small
compressible packets and place them sporadically beneath the vacuum chamber. We
observe a noise reduction of around 10-30% with this method. Most importantly, we
no longer have occurrences where the mechanical resonances of the vacuum chamber
coincide with the mechanical resonances of the cavity setup, which in the past have
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resulted in much higher noise figures.
The mechanical noise can also couple to the vacuum chamber through the

electrical connections, in particular the ion pump and ion gauge cables, as they
are quite rigid. Thus, we bend the ion pump cable by a ∼ 90◦ angle, to prevent
transmission of the mechanical noise waves, and then also clamp the cable to the
optical table. As the ion gauge is not necessary for continuous cavity operation, we
remove the ion gauge cable before experiments.

Electrical noise taming The electrical noise is usually easy to identify as it
often consists of sharp spikes in the frequency spectra with widths much less than
1 Hz. The most common electrical noise source is the mains electricity with 50 Hz
fundamental frequency. Besides the fundamental frequencies, the noise spikes are
typically also observed at their harmonic frequencies. The effect of the electrical
noise on the mechanical noise depends on the actuator response, and can be fairly
high if a few of the noise spikes are near the actuator resonances.

To reduce the electrical noise from mains electricity, we use dedicated low-noise
power supplies to power the actuator drivers. The actuator response for the flexural
translation stage can reach 100 µm/V near the first mechanical resonance (see
Figure 6.2), and consequently we require a power supply with noise lower than
1 µV/

√
Hz near the resonance to achieve a noise level of less than 0.1 nm/

√
Hz.

Other common sources of electrical noise are from the USB cables and hubs
connected to the computer, and unexpected ground loops particularly when sharing
the grounding connection with other devices. It is beneficial to determine where the
noise spikes each come from and to what extent they affect the total mechanical
noise, before re-configuring the electrical circuits to tame the respective noise sources.

Actuator shunting In piezo-based actuators, the mechanical vibrations couple to
the electrical vibrations. Thus, the mechanical noise can be damped via the electrical
circuits, using passive components such as resistors, capacitors, and inductors [351].
The amount of damping provided depends on the “shunting” circuit and the electro-
mechanical coupling factor.

With a resistor and capacitor in parallel with the actuator, we observed noise
reduction across a wide frequency region (100 Hz to 2 kHz), which resulted in 5-10%
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decrease in the total noise. This agrees with the simulation of the damping ratio,
with an electro-mechanical coupling factor of around 0.5.

A higher damping performance can be achieved with a resonant RLC circuit,
which could dissipate most of the energy near the resonance [352]. However, in
the low frequency regime, the required inductance can be extremely high. For our
actuators, we require inductance on the order of 1 H, which is not practical and
might have to be synthesised artificially [353]. As it is not straightforward how to
design a combined resonant circuit to operate in a larger frequency region, or how
to design a driver which could handle the circuit impedance, we did not pursue this
method, and opted for active noise cancellation strategy instead (see Section 6.1).
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